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ABSTRACT 

Recent developments in man-machine interaction have intensified the need for recognizing human’s emotion from 

speech. In this study we proposed using Spectral Pattern (SP) and Harmonic Energy (HE) features for the automatic 

recognition of human affective information from speech. These features were extracted from the spectrogram of the 

speech signal using image processing techniques. A filter and wrapper feature selection scheme was used to avoid 

the curse of dimensionality. Here, a hierarchical classifier is employed to classify speech signals according to their 

emotional states. This classifier is optimized by the Fisher Discriminant Ratio (FDR) to classify the most separable 

classes at the upper nodes, which can reduce the classification error. Moreover, a tandem classifier is employed to 

increase the recognition rate of highly confused emotions pairs. Our experimental results have demonstrated the 

potential and promise of SPs and HEs for emotion recognition. The proposed method was tested on the male and 

female speakers separately and the overall recognition rate of 86.9% is obtained for classifying seven emotion 

categories in the Berlin database. 

 

Key words: speech emotion recognition; spectral patterns; harmonic energy; time-frequency speech analysis 
 

1.0. INTRODUCTION 

Speaking is the fastest and most natural method of communication between humans [1]. The speech communication 

consists of two explicit and implicit channels which carry linguistic content (“what was said”) and paralinguistic 

information (“How it was said”), respectively [2]. A noticeable number of researches in automatic speech 

recognition (ASR) with the aim of extracting the linguistic information from the speech signal have been reported. 

However, there is still much research that needs to be done in order to decode the implicit channels to extract the 

paralinguistic information such as gender, age, emotion, quality and alcohol/ drug consumption of the speaker [2]. 

Among these, recognition of emotional state of the speaker has been one of the most attractive research fields in the 

last few years. Speech Emotion Recognition (SER) has a wide range of applications in interactive systems. It can 

improve the performance of speech recognition systems [3]. It can also be useful in E-learning, computer games, in-

car boards and every other application that requires natural interaction [4]. Furthermore, SER can be used in medical 

science and psychology [5,6]. 

SER is commonly treated as a statistical pattern recognition problem which consists of three main stages: (1) feature 

extraction, (2) feature selection and (3) pattern classification [7]. It has been shown that acoustic features such as the 

pitch, timing, voice quality, and articulation of the speech signal highly correlate with the underlying emotion [8,9]. 

In emotions such as anger, fear and joy the sympathetic nervous system is aroused and consequently the resultant 

speech is loud and fast with a higher pitch average and wider pitch range [1,10]. On the other hand, with the arousal 

of the parasympathetic nervous system, as with emotions such as boredom and sadness, the resultant speech is slow, 

low pitched and with little high-frequency energy [1,10]. Despite of widespread efforts, specifying effective features 
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is still one of the main challenges in SER [1] and there are contradictory reports on the effect of emotions on some 

of acoustic features [1].  

Most acoustic features used in SER can be studied in two main categories: prosodic features and spectral feature. 

Prosodic features, which are widely used in SER, have been shown to offer important emotional cues of the speaker 

[1,7,11-24]. These features are commonly based on information such as pitch, energy and timing. Spectral features, 

on the other hand, generally consist of information obtained from the speech spectrum. These features convey the 

frequency contents of the signal and provide complementary information for prosodic features [1]. In this way, the 

authors in [8,16, 17,21-30] used formants related features for emotion recognition. Also, Mell Frequency Cepstral 

Coefficients (MFCCs) [7,13,16-20,22,31], Weighted MFCC (WMFCC) and Linear Spectral Frequency (LSF) [22], 

Linear Prediction Coding (LPC) [13,18], Sub-Band features [13,16,18], Modulation Spectral Features (MSF) and 

Perceptual Linear Prediction (PLP) [12] have been reported as effective spectral features in SER.  

It is necessary to select the most relevant subset of the whole candidate features to avoid the curse of dimensionality 

[7]. Various feature selection algorithms can be studied in three main categories: Filters, wrappers and embedded 

methods [32]. Filter based methods evaluate features individually, and independent of the utilized classifier, as a 

pre-processing step. Although filter based methods are efficient in terms of computational simplicity, utilizing these 

methods solely can be hazardous because they do not consider the combination effects of features and classifier 

properties. Fisher Discriminant Ratio (FDR) [33] and Information Gain Ratio (IGR) [17] are two filter based 

techniques used for selection of effective features in SER. Wrappers use the classifier in order to score subsets of 

features according to their classification accuracy. While these methods have the advantage of considering the 

combination effects of features and classifier properties, they suffer from computational complexity. Sequential 

Forward Selection (SFS) is one of the most popular wrapper feature selection algorithms employed for SER 

[2,12,13,18,23,34,35]. Authors in [12], employed a two stage filter and wrapper feature selection algorithm based on 

Fisher Discriminant Ratio (FDR) and SFS. Embedded methods perform feature selection in the process of training. 

They are usually specific to given learning machines [32]. Dimensionality reduction approaches such as Principle 

Component Analysis (PCA) [21] and Linear Discriminant Analysis (LDA) [12] are also employed in SER projects.  

Classification is the last stage of a SER system. In 1990s, most of the SER systems were based on the simple 

Maximum Likelihood Bayes algorithm (MLB) and Linear Discriminant Classification (LDC) [7]. Around 2000, 

methods based on Neural Network (NN) classification became popular for emotion recognition applications 

[3,36,37]. Since 2002, Support Vector Machine (SVM) [4,38-40] and Hidden Markov Model (HMM) [41-44] have 

received more attention. Each classifier has its advantages and shortfalls, and the researchers are still trying to find 

the better solution [7]. 

Since the spectral distribution of speech signal changes over the time according to the speaker’s emotional state, it 

seems that time-frequency analysis methods such as spectrogram can be efficient to fill the existing gap between 

time analysis methods and frequency analysis methods. A spectrogram is a graphical display of the squared 

magnitude of the time-varying spectral characteristics of speech. It can effectively capture the dynamical behavior of 

speech signal. Also, contextual variations in speech are better represented using a spectrogram [45]. Methods based 

on spectrogram analysis have the advantage of preserving the important underlying dependencies between different 

parameters. These facts have made the spectrogram as a useful tool for speech analysis [46]. It has been reported 

that the speech spectrogram contains rich information about energy, pitch, formants and timing that could be 

valuable in speech processing applications such as speech and speaker recognition [47]. In [48], spectrogram is used 

as a time-frequency representation technique for speech perception. The features based on Radon and discrete cosine 

transforms derived from speech spectrogram are reported to be efficient in speaker identification [45].  

Fig.1 (a) to (c) show the spectrograms of an utterance expressed by a woman in 3 different emotions; “anger”, 

“neutral” and “boredom”, respectively. As can be seen from Fig.1, acoustic features such as the formants energy in 

the higher frequency bands, pitch, and formants vary under different emotions. This shows that the spectrograms 

contain important information that can be used to discriminate different emotions. 
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Fig. 1. Spectrograms of an utterance expressed by a woman in 3 different emotions; (a) anger, (b) neutral, and (c) 

boredom. 

 Our contribution in this work is to propose Spectral Pattern features (SPs) and Harmonic Energy features (HEs) 

extracted from the speech spectrogram using image processing techniques for SER. In this method, the spectrogram 

of speech signal is treated as a gray level image which represents the signal in time-frequency domain, and the 

proposed features are extracted from this image. The reminder of paper is organized as follows. Section 2 details the 

SPs and HEs proposed in this work, as well as prosodic and spectral features extracted for comparison purposes. 

Section 3 introduces the database employed. Experimental results are presented and discussed in Section 4. The 

paper finally ends with conclusion remarks in section 5. 

2.0. FEATURE EXTRACTION 

In this section, we detail the proposed SPs and HEs extracted from the time-frequency representation (spectrogram) 

of speech signal. Prosodic and spectral features considered in our experiments are also described here. The prosodic 

and spectral features calculated in this work are by no means exhaustive, but serve as a representative sampling of 

the essential features. These features are used here as a benchmark, and more importantly, to verify whether the SPs 

and HEs can serve as useful additions to the widely used prosodic and spectral features.  

Since the speech signal is non-stationary in nature, it is common in speech processing to divide a speech signal into 

short duration of 20–30 ms called frames wherein the speech signal remains approximately stationary [10]. The so 

called local features (frame-level) such as pitch, energy, MFCCs and formants are extracted from each frame [1,12]. 

Global (utterance-level) features, on the other hand, are calculated as statistics (e.g. maximum, minimum, range, 

mean, median and variance) of the local features extracted from an utterance [1,12]. The majority of researchers 

believe that global features have several advantages over local ones [1]. These features reduce classification time 

and provide higher classification accuracy [49-52]. In this study, we use global features. 

2.1. Time-Frequency Representation Of Speech 

In order to extract the proposed Spectral Pattern features (Sps) and Harmonic Energy features (HEs), the speech 

signal should be firstly represented in time-frequency domain (spectrogram). As a pre-processing stage, the silent 

part of the speech signal is discarded by a Voice Activity Detection (VAD) algorithm [53], and then the input speech 

waveform x[n] is pre-emphasized as [27]: 
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Where x
)

represents the pre-emphasized speech signal. The most common value for α is around 0.95 [54]. The pre-

emphasized signal is segmented into frames of 20 ms duration with the shift of 10 ms between two consecutive 

frames to retain a good quality of the signal and to avoid loss of information [54,55]. Windowing is carried out to 

reduce the edge effects at the beginning and the end of the frame [27]. In this study, Hamming window is multiplied 

with each frame. In order to calculate the speech spectrogram, N=512 length Discrete Fourier Transform (DFT) of 

each windowed frame is computed to obtain the logarithmic power spectrum as: 

� �2 2

10( ) log ((Re{ ( )}) (Im{ ( )}) ), 0,1,..., 1, 1,2,...,i iiS k X k X k k N i M= + = − =  
(2) 

Where M is the total number of frames and % ( )iX k is the k
th

 component of DFT of ( )ix n% (i
th

 windowed frame). 

Re{…} and Im{…} indicate real and imaginary parts, respectively. The spectrums of the frames, ( )
i
S k , are 

concatenated row-wise to construct the speech spectrogram, f, which represents the speech signal in time-frequency 

domain as: 
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(3) 

Where f(k,i) (k
th

 row and i
th

 column of the spectrogram f) represents the logarithmic squared magnitude of the k
th
 

frequency component of the i
th
 frame of speech signal. i and k indicate the time and frequency indexes respectively.  

2.2. Spectral Pattern Features 

As a pre-processing stage, the contrast of the image is increased using histogram equalization to highlight details of 

the image [56]. Then, the image is decomposed to eight components by applying eight directional filters, H1 to H8, 

which have been shown in Fig.2 (a). These filters highlight different directional patterns (with the angle of θ) in the 

image. The eight resultant images are binarized, and then the morphological operators “cleaning” and “removing” 

are applied to remove the isolated pixels and interior pixels, respectively [56]. Finally, the desired patterns are 

detected using binary masking technique (matched filters). The applied binary masks, denoted by B1 to B8, have 

been shown in Fig. 2(b).  

Since there are two different types of 63
o
 patterns in the image, the two resultant binary images which are obtained 

by applying H5 and H6 followed by binary masks, B5 and B6, are joint together using “and” operator. The process 

is repeated for -63
o
 patterns too. So, we have six different binary images representing six different directional 

patterns. In each of these images, if the value of a pixel is “1”, the corresponding pattern exists at the same place, 

and in the contrary, if the value of the pixel is “0”, the corresponding pattern is not present there. Since the 

characteristics of the spectrogram are different in various frequency bands for different emotions, we decompose the 

images into several sub bands. The simplest method is to divide the bandwidth equally. However, this does not seem 

appropriate, as it does not correspond to the human ear [57]. The spectral resolution of the human ear varies 

logarithmically along the frequency, with better resolution at lower frequencies [58]. The Mel-scale and the Bark-

scale which are empirically determined using human subjects are two potential choices. In this study, we decompose 

the images into 17 critical bands (CB), according to Bark-scale with no overlapping filters. So, 6 17 102× = sub-

banded images are constructed.  Fig. 3 shows the spectral pattern feature extraction process schematically.  
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Fig. 2.. (a) Eight filters which are used to highlight eight directional patterns, (b) Eight binary masks (matched 

filters) which are used to detect eight directional patterns. 

Fig. 3.. The block diagram of SP features extraction process. 
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We extract two different types of features from each of the sub-banded images.  Denoting the q
th
 sub-band of the p

th
 

image by SIq,p, the extracted features are determined as follows: 

 

1) The average number of patterns per frame in each sub band; These features form the first 102 SP features 

of the SP Feature Vector (SP_FV). It could be formulated as follows;  

,

1 1

1
_ ( 1 : 102 ) ( , ),1 17 ,1 6

qR M

q p

r c

SP FV SI r c q p
M = =

= ≤ ≤ ≤ ≤∑∑  
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Where SIq,p is the q
th
 sub-band of the p

th
 binary image, Rq is the number of rows in the SIq,p and M is the number of 

columns in the SIq,p  which is equal to number of frames in speech signal. 

 

2) The relative number of each pattern in each sub band; These features form the second 102 features of the 

SP_FV and they could be determined as follows: 
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(5) 

2.3. Harmonic Energy Features 

Harmonics of a speech signal are multiples of its fundamental frequency, F0, which is created by the vibration of the 

vocal folds. Since F0 varies over time, a filter bank consists of time varying band-pass filters, is required to extract 

the harmonics of speech signal. In this filter bank, the central frequency for the h
th 

band-pass filter at a certain time is 

h
th

 multiple of the fundamental frequency at that time, and the bandwidth is equal to the fundamental frequency [59].  

In this study, the filter bank is implemented on the spectrogram image. The central frequency and cutoff frequencies 

of each of the sub-band filters on the image is determined as follows: The frequency range which is covered by each 

pixel in the vertical direction could be determined as follows: 

/ 2sFR f R=  (6) 

Where fs and R are the sampling rate and the number of rows in the image, respectively. In spectrogram image, the 

position of central frequency for the h
th

 filter in the i
th
 column (i

th
 frame) can be determined as: 

( ) 0( ) / ,1hFc i h F i FR i M= × ≤ ≤  (7) 

Where F0(i) is the fundamental frequency for the i
th

 frame which is calculated by the auto correlation method [27]. 

Since the bandwidth of each sub-band filter in the i
th

 frame is F0(i), the first and second cutoff frequencies in that 

frame on the image can be determined as follows: 

,1( ) ( ) 0( ) / 2h hFs i Fc i F i FR= −  (8) 

and 

,2( ) ( ) 0( ) / 2h hFs i Fc i F i FR= +  (9) 
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Where Fsh,1(i) and Fsh,2(i) are the lower and upper cutoff frequencies of the h
th
 sub-band filter in the i

th
 column of 

image, respectively. It is clear that the obtained values should be rounded to be used for digital images. The energy 

of the h
th

 harmonic in the i
th

 frame can be computed as: 

,2

,1

( )

( )

( ) ( , ),1
h

h

Fs i

h
k Fs i

E i f k i i M
=

= ≤ ≤∑  

(10) 

Where f(k,i) is the k
th

 row and i
th

 column of the spectrogram image, f, which is determined by equation (3). Fig. 4 

shows the 1
th

, 5
th

, 9
th

 and 13
th

 sub-band filters on the spectrogram image. In this figure, the F0 contour and its 5
th

, 9
th
 

and 13
th

 harmonics are indicated with black dashed lines. Each of these curves can be considered as the center 

frequency of the corresponding sub-band filter. The cutoff frequencies of each filter are also depicted around the 

center frequencies by solid lines. In summary, the log energy contour of each harmonic could be computed by 

adding the gray level of the pixels within the corresponding pass band around the corresponding center frequency. 

 

 

Fig. 4.. Implementation of the band pass filters on spectrogram image to determine harmonic energy contours. 

In this work, we determine the energy contours of the 13 first harmonics. Then, we apply 20 statistical functions to 

these contours to extract HEs. The statistical functions are also applied to their first and second derivatives (velocity 

and acceleration) to extract the dynamical information of the curves. These functions include: min, max, range, 
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interquartile range, mean average deviation, standard deviation, skewness and kurtosis. So, in total, 

3 20 13 780× × =  HE features are extracted in this work.  
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2.4. Prosodic Features 

Prosodic features are the most widely used features in SER. They are commonly based on pitch, energy and 

speaking rate. In this study, pitch and energy tracking contours are firstly determined (frame-level features). The 

statistics of these trajectories are shown to offer important emotional cues of the speaker [1]. Here, the 20 statistical 

function described in section 2.3 are used to extract the utterance-level features from these contours and their first 

and second derivatives. Ratio between the duration of voiced and unvoiced speech is also used as a timing-based 

feature.  

The traditional Zero-Crossing Rate (ZCR) and the Teager Energy Operator (TEO) [1] of the speech signal are also 

examined here. These features do not directly relate to prosody but in this work we evaluate their performance along 

with prosodic features. TEO conveys information about the nonlinear airflow structure of speech production [1]. The 

TEO for a discrete-time signal xn is defined as: 

2

1 1( )n n n nTEO x x x x− += −
  

(11) 

We also apply the aforementioned 20 statistical functions to ZCR and TEO curves and their deltas and double deltas 

to extract their features. In total, 241 prosodic features are extracted in this work.  

2.5. Spectral Features 

In this paper we employ two types of spectral features: The Mel-Frequency Cepstral Coefficients (MFCCs) [27] and 

formants [27]. These features are successfully applied to automatic speech recognition and reported as effective 

spectral features for emotion recognition [12,16,17]. The first 12 MFCCs and 4 formants are extracted from 20 ms 

Hamming-windowed speech frames every 10 ms. After that, their contours are formed and then the 20 statistical 

functions described in section 2.3, are applied to extract utterance level features from the contours. As a common 

practice, the features are also extracted from the delta and double-delta contours [12]. In total, 16 20 3 960× × =  

spectral features are extracted here. All the extracted features are listed in Table 1. 

 

Table 1. List of extracted features. 

SP features: (204 features) The average number of patterns per frame in each sub band; 

The relative number of each pattern in each sub band; 

HE features: (780 features) Apply 20 statistical functions to: 

H1, H2, …, H13, Their delta and double-delta; 

Prosodic features: (241 features) 

 

Apply 20 statistical functions to: 

Pitch, delta pitch, double-delta pitch; 

Energy, delta energy, double-delta energy; 

Ratio between the duration of voiced and unvoiced speech; 

ZCR, ZCR delta, and ZCR-double delta; 

TEO, TEO delta, and TEO-double delta; 

Spectral features: (960 features) 

 

Apply 20 statistical functions to: 

12 MFCCs, their deltas, and their double-deltas; 

4 formants, their deltas, and their double-deltas; 

Note! 

20 statistical functions include:  

min, max, range, mean, median, trimmed mean 10%, trimmed mean 25%, 1st, 5th, 10th, 25th, 75th, 90th, 95th, and 

99th percentile, interquartile range, mean average deviation, standard deviation, skewness, kurtosis 
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3.0. EMOTIONAL SPEECH DATA 

Berlin database of German emotional speech [60] is a well-known public database. There are many papers which 

test their algorithms with this database [11-15]. This database consists of 535 utterances with 10 different contexts, 

which are expressed by 10 professional actors (5 male and 5 female) in seven emotions: “anger, boredom, disgust, 

fear, joy, neutral and sadness”. The number of speech samples for each emotion is presented in Table 2. 

Table 2. Number of utterances in the Berlin database. 

Emotional state anger boredom disgust fear joy neutral sadness Total 

female 67 46 35 32 44 40 37 301 

male 60 35 11 37 27 39 25 234 

total 127 81 46 69 71 79 62 535 

We test the proposed SER system using this database. The non-overlapping training and testing sets are chosen by 

random sampling of utterances from a pool wherein all speakers are mixed to ensure the context and speaker 

independency. 

4.0. EXPERIMENTS 

In this section, results of the experimental evaluation are presented. Hierarchical Support Vector Machines (SVMs)-

based classifier is employed to recognize emotions from speech. In this paper, it is assumed that a gender classifier 

with perfect classification accuracy, which is proposed by [61], is utilized in the first level of classification. So, the 

proposed system is implemented separately for males and females. Features from training data are linearly scaled to 

[-1, 1] before applying the classifier. As suggested in [12], features from test data are also scaled using the trained 

linear mapping function. 

The employed two-stage filter and wrapper feature selection scheme is described in Section 4.1. In Section 4.2, the 

proposed features are initially compared to prosodic and spectral features, and then their contribution as 

supplementary features to them is investigated. 

4.1. The Filter And Wrapper Feature Selection Technique 

Firstly, the Fisher Discriminant Ratio (FDR) is applied to evaluate each of the extracted features according to inter 

class distance and intra class similarity. The normalized multi class FDR for the u
th

 feature could be written as [12]: 

1 2

1 2 1 2

2

, ,

1 22 2

, ,

( )2
( ) ,1

( 1)

c u c u

c c c u c u

FDR u c c C
C C

µ µ

σ σ

−
= ≤ < ≤

− +∑∑  

(12) 

Where 
,ic u

µ  and 
2

,
i
c u

σ  are mean and variance of the u
th

 feature for the i
th

 class, i=1,2,…,C, and C is the total number 

of classes. When the FDR is calculated for all of the extracted features, they are ranked based on their FDR values. 

At the next step, as it is proposed by [12], the features with the FDR values higher than 0.15 are chosen. This 

method can quickly filter the irrelevant features to reduce the computational cost. 

Since FDR does not consider the combination effects of features, utilizing this method solely can be hazardous. So, 

the wrapper Sequential Forward feature Selection (SFS) algorithm is employed as a complementary stage. In this 

method each feature would be added to the selected feature subset if it causes to improve the recognition rate. 

Generally, comparing to filter methods, the wrapper based methods have the advantage of considering combination 

effects of features and classifier properties while they suffer from high computational cost [32].  
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4.2. Classification 

The proposed classifier is shown in Fig. 5. We named the binary classifiers as “x_CbLy_z” where “x” is “F” and 

“M” for female and male speakers, respectively, “b” is 1 for the first classifier and 2 for the second classifier, “y” 

indicates the classification level and “z” is the binary classifier index in each level. In this figure, anger, boredom, 

disgust, fear, joy, neutral and sadness emotions are indicated by the numbers of 1 to 7, respectively. The choice of 

binary classifiers in the hierarchical classifier is flexible and largely dependent on the feature selection technique 

[20]. Such classifiers are usually designed empirically [20], but they can be further improved by optimizing the 

choice of binary classifiers along with the appropriate feature selection method at each classification level. Here, the 

choice of binary classifiers in the hierarchical structure is optimized using FDR score. In this method, the 

separability of each two classes is measured by means of FDR score. The most separable classes are separated at the 

upper nodes, which can reduce classification error. For example, at the first level of classification, there are 35 

possible choices to classify seven emotions into two separate classes; one class consists of 3 and the other consists of 

4 emotions. The best four choices with the higher FDR values for F_C1L1 and M_C1L1, and their corresponding 

FDR values are shown in Table 3.  

 

Table 3. The best four choices for F_C1L1 and M_C1L1 and their corresponding maximum FDR. 

The best Possible 

choice 

Class 1 Class 2 Maximum FDR value 

F_C1L1 M_C1L1 

1 1, 3, 4, 5 2, 6, 7 5.3 3.5 

2 2, 3, 6, 7 1, 4, 5 4 3.5 

3 2, 4, 6, 7 1, 3, 5 2.2 2.2 

4 1, 4, 5, 6 2, 3, 7 1.6 1.6 

 

 

From this Table, it is clear that the best choice for both F_C1L1 and M_C1L1 is to consider “anger, disgust, fear and 

joy” in one class and “boredom, neutral and sadness” in another class. Designing the first classifier is finalized by 

repeating this algorithm until all of the emotions have been classified. 

In order to improve the classification accuracy, we employed a tandem classifier (the second classifier). As it is 

shown in Fig. 5, this classifier consists of three binary classifiers. The methodology of designing the second 

classifier is described in section 4.3. Also, it is investigated that how this classifier can reduce the error rate. 
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Fig. 5.. The proposed hierarchical SVM-based classifier. 

 

4.3. Comparison Of Proposed SPs And HEs With Prosodic And Spectral Features  

The proposed features are first compared to prosodic and spectral features, by means of FDR scores before applied 

to SVMs. To this end, the features are ranked by their FDR values using all instances in the Berlin database before 

data partitioning and then, FDR values averaged over the top Nfdr FDR-ranked features. Fig .6 (a) and (b) show the 

average FDR curves as a function of Nfdr for prosodic, spectral and proposed features, for females and males, 

respectively. These average FDR curves can offer rough indicators for discrimination power of the three feature 

types independent of the utilized classifier. 

Berlin Emotional Database 

(1,2,3,4,5,6,7) 

Male Speakers 

(1,2,3,4,5,6,7) 

Female Speakers 

(1,2,3,4,5,6,7) 

1 , 3 , 4 , 5 2 , 6 , 7 1 , 3 , 4 , 5 2 , 6 , 7 

1 , 4  3 , 5  7 2 , 6  1 , 5  3 , 4  6 2 , 7  

1 4 3 5 2 6 1 5 3 4 2 7

4 5 3 7 2 6

Gender 

 Classification: 

First 

 Classifier: 

Second 

 Classifier: 

F_C1L1_1 

F_C1L2_1 F_C1L2_2 

F_C1L3_1 F_C1L3_2 F_C1L3_3 

F_C2L1_1 

M_C1L1_1 

M_C1L2_1 M_C1L2_2 

M_C1L3_1 M_C1L3_2 M_C1L3_3 

M_C2L1_1 M_C2L1_2 

Emotion Indexing 

Anger  1:  

Boredom  2:  

Disgust  3:  

Fear  4:  

Joy  5:  

Neutral  6:  

Sadness  7:  

 

Binary Classifier Indexing 

x_CbLy_z  

F for female speaker  x  

M for male speaker  

1 for first classifier  b  

2 for second classifier  

Classification level  y  

Binary classifier index in each level  z  

 

Notes: 
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Fig. 6. Average FDR curves for the prosodic, spectral and proposed time-frequency features, (a) Females and (b) 

Males. 

Based on Fig.6, the proposed SPs and HEs offer higher average FDR score than both prosodic and spectral features. 

It is promising for us to employ these features in our SER system. We combine these three feature sets (prosodic, 

spectral and proposed features) to form the final feature vector for the classification task. This feature vector is 

applied to the first classifier. The confusion matrices of classification for females and males are shown in Table 4 

and 5, respectively.  

 

Table 4. Confusion matrix of the first classifier for female speakers. 

Sadness  Neutral  Joy  Fear  Disgust  Boredom  Anger  CM% 

0  0  0  0  0  0  100%  Anger  

0  0  11.1%  0  11.1%  77.8%  0  Boredom  

0  0  0  0  100%  0  0  Disgust  

0  0  66.7%  33.3%  0  0  0  Fear  

0  0  100%  0  0  0  0  Joy  

0  87.5%  0  0  0  12.5%  0  Neutral  

57.1%  0  0  0  14.3%  28.6%  0  Sadness  

Table 5. Confusion matrix of the first classifier for male speakers. 

Sadness  Neutral  Joy  Fear  Disgust  Boredom  Anger  CM% 

0  0  0  0  0  0  100%  Anger  

14.3%  0  0  0  0  85.7%  0  Boredom  

0  0  0  50%  50%  0  0  Disgust  

0  0  0  100%  0  0  0  Fear  

0  0  80%  0  0  0  20%  Joy  

0  62.5%  0  12.5%  0  25%  0  Neutral  

80%  0  0  0  20%  0  0  Sadness  

 

The average recognition rate which will be the number of samples from all emotions correctly recognized divided by 

the total number of samples, is 83% for both female and male speakers. Considering the results of Tables 4 and 5 

and at the same time the structure of the first classifier depicted in Fig.5, reveals that two types of errors are 

appeared in the confusion matrices. The first type of errors arises from confused pairs which are directly classified 

by specific binary classifiers (e.g. the 12.5% error rate resulted from the classification of “neutral” versus “boredom” 
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for female speakers using F_C1L3_3). These types of errors are unavoidable because a specific binary classifier is 

trained to classify such two emotions but some samples could not be recognized correctly. The second type of errors 

arises from indirect classification of emotions. For example, considering the two binary classifies M_C1L2_2 and 

M_C1L3_3, the first one classifies “neutral” versus “boredom and sadness” and the second one classifies “boredom” 

versus “sadness”. Thus, these three emotions are classified but, “neutral” and “boredom” are classified indirectly 

and there is no specific binary classifier to classify these two emotions. Our experiments showed that these types of 

errors can be reduced using a tandem classifier.  

To this end, all confused pairs of emotions which have not been directly classified by specific binary classifiers in 

the first classifier, can be re-classified using tandem binary classifiers in the second classifier. Since this approach 

results in a large number of binary classifiers in the second stage (5 binary classifiers for females and 3 binary 

classifiers for males), we have empirically chosen the most effective ones as the second classifier. As seen from Fig. 

5, the second classifier is constructed using three binary classifiers: F_C2L1_1, M_C2L1 and M_C2L1_2, while 

using further binary classifiers in this structure does not significantly improve the classification accuracy. The 

confusion matrices obtained after applying the second classifier are shown in Tables 6 and 7 respectively. 

 

Table 6. Confusion matrix after applying the second classifier for female speakers. 
Sadness  Neutral  Joy  Fear  Disgust  Boredom  Anger  CM% 

0  0  0  0  0  0  100%  Anger  

0  0  11.1%  0  11.1%  77.8%  0  Boredom  

0  0  0  0  100%  0  0  Disgust  

0  0  33.3%  66.7%  0  0  0  Fear  

0  0  100%  0  0  0  0  Joy  

0  87.5%  0  0  0  12.5%  0  Neutral  

57.1%  0  0  0  14.3%  28.6%  0  Sadness  

Table 7. Confusion matrix after applying the second classifier for male speakers. 
Sadness  Neutral  Joy  Fear  Disgust  Boredom  Anger  CM% 

0  0  0  0  0  0  100%  Anger  

14.3%  0  0  0  0  85.7%  0  Boredom  

0  0  0  50%  50%  0  0  Disgust  

0  0  0  100%  0  0  0  Fear  

0  0  80%  0  0  0  20%  Joy  

0  75%  0  12.5%  0  12.5%  0  Neutral  

100%  0  0  0  0  0  0  Sadness  

 

In Fig. 7 (a) and (b) we compare the average recognition rate of each emotion obtained before and after applying the 

second classifier for females and males, respectively.  
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Fig. 7. Average recognition rate for each emotion before and after applying the second classifier, (a) Females and 

(b) Males. 

As seen from Fig. 7, the second classifier can considerably improve the recognition rate. For female speakers, the 

recognition rate of “fear” is increased from 33% to 67%, and for male speakers, the recognition rates of “neutral” 

and “sadness” are increased from 62.5% and 80% to 75% and 100%, respectively. This improves the average 

recognition rates of females and males by 3.4% and 4.4%, respectively. 

It is also useful to briefly review performance figures reported on the Berlin database by other works. Although the 

numbers cannot be directly compared due to factors such as different data partitioning, employed classifier and 

testing strategies, they are still useful for general benchmarking. The maximum average recognition rate is reported 

71.75% in [14], 84.8% in [13], 84.6% in [7] and 85.6% in [11]. In this work, we achieved the average recognition 

rate of 86.9%.  

5.0. CONCLUSION 

The aim of this study was to evaluate Spectral Pattern features (SPs) and Harmonic Energy features (HEs) for the 

recognition of human’s emotions from speech signal. The proposed features were extracted from the spectrogram of 

speech signal using image processing techniques. These features were also compared to traditional prosodic and 

spectral features. This paper has demonstrated the potential and promise of SPs and HEs for emotion recognition. 

The following conclusions can be drawn from the present study. 

The first major finding of this paper was that, for speech signal, distribution of patterns in the spectrogram related to 

the emotional state of the speaker. Our experiments show that, the change rate of frequency directly related to the 

arousal of the corresponding emotion. For high arousal emotions such as joy and anger, the change rate of frequency 

is rapid, while for low arousal emotions such as boredom and sadness the frequency contents seems to be more 

stable. Moreover, for low arousal emotions, significant part of energy is concentrated in low frequencies. By 

increasing the arousal level of emotions, the higher harmonics becomes stronger. 

The second major finding was that, the proposed time-frequency based features, SPs and HEs, are superior to 

traditional prosodic and spectral features in term of FDR score. However, their combination can significantly 

increase the classification accuracy. 
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Furthermore, the classification accuracy can be improved by employing a tandem classifier. Such a classifier can 

reduce the misclassified samples resulted from indirect classification of emotions pairs. 

Since most of the prosodic and spectral features extracted based on time and frequency based methods, respectively, 

extracting features from spectrogram can be efficient to fill the gap by providing time-frequency features. According 

to our experiments these features can provide useful complementary information for prosodic and spectral features. 

With possible refinement in future works, the performance of extracted features from the spectrogram may be 

further improved. Since most of the acoustic features related to arousal, further research on finding effective features 

to classify valence related emotions can improve the SER systems.  
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