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ABSTRACT 

 
This paper introduces a change in the structure of an artificial neuron (McCulloch and Pitts), to improve the 

performance of the feed forward artificial neural networks like the multi-layer perceptron networks. Results on function 

approximation task and three pattern recognition problems show that the performance of a neural network can be 

improved by a simple change in its traditional structure. The first problem is about approximation of a complicated 

function and the other tasks are three pattern classification problems which we have considered the digit, face and 3D 

object recognition experiments for evaluation. The results of the experiments confirm the improvement of the 

generalization of the proposed method in compared to the traditional neural network structure. 
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1. Introduction 

An artificial neural network (ANN) is a biologically driven computational model which composed of some processing 

elements, called neurons. The structure of a network is created by connecting the neurons with some specific weights 

bound to the connections. There are several training and recall algorithms attached to the structure of a neural network. 

The connections and their relevant weights play an important role in the structure of a neural network, for this reason 

they are sometimes called connectionist models to show the importance of this role. The connection weights are 

considered as the memory of the system [1]. 

 

Artificial neural networks have taken their structures from the brain, so they have similarities to the biological neural 

networks. Even though they might be considered as a model of the brain, but they are a very simplified version of it. 

Actually the aim of this modeling is more to use them as a tool for solving problems similar to what the brain does and 

not to model the brain. There are many higher-order cognitive functions in the brain which make the structure very 

complex and some of these functions have not been discovered yet. This makes the problem of the modeling of the brain 

more difficult. By developing the knowledge of the structure and the function of the brain, better computational models 

can be constructed and can be used for solving more complex problems [2]. 

 

ANNs have been used in solving many engineering problems including the pattern recognition and function 

approximation problems. The most important property of a NN is its generalization ability in solving these problems. 

The generalization is referred to as the ability of a network in extending its responses to new data or noisy data or the 

behavior of network in the new situations.  

 

Here to show the advantages of the new proposed structure for an artificial neuron, we focus on a class of neural 

networks commonly used for classification problems namely the feed forward neural networks (FFNN), especially the 

multi-layer perceptron networks. 

 

There are several ways for improving the functionality and performance of FFNN and data fitting is the most important 

ability of it. In the next section we explain some approaches that make the generalization ability of feed forward 

networks better and then we propose a new method that changes the structure of a classic artificial neuron (McCulloch 

and Pitts [16]) which is a very common neuron model used in artificial neural networks. This paper shows that by a 

small change in the structure of a primitive neuron, we can improve the nonlinearity and the generalization ability of the 

mailto:daliri@iust.ac.ir


Improving the Generalization of Neural Networks by Changing the Structure of Artificial Neuron. pp 195-204 

Malaysian Journal of Computer Science, Vol. 24(4), 2011                   

 
196 

MLP neural networks. The paper is organized in the following form: The next section describes some ways to improve 

the generalization of a neural network and introduce the new approach for this aim. Section 3 gives a mathematical 

analysis for proving less sensitivity of new neuron to input signal variations and the 4
th

 section shows the results of a 

function approximation task and some pattern recognition problems for showing the advantages of the MLP networks 

made with this kind of changed artificial neuron. The last section concludes the paper.  

 

2. Background and Introduction  To the New Method 

 

The generalization of a MLP network can be improved by using as much small networks as possible. This is a traditional 

way which has the best generalization and smoothness on test set [3].  There are several strategies that can be used in the 

training stage which can improve the generalization ability of a network. One approach is using the cross validation 

method [4]. This method continues the training until the error decreases for both train and test data and as soon as the 

test error increases the training stops. The training process is repeated for several times then the network with the best 

result on test data is selected as the optimal network. This can be computationally very expensive especially in 

complicated problems because the training process must be repeated for several times [3, 5].  

 

Another way which can be used for improving the generalization of a neural network is multi-objective optimization. In 

this method, several cost functions are used instead of considering just the sum of the squared error ( ) of the 

training data. The approach balances these cost functions [6].  

 

To improve the generalization of a network we can modify the performance function by using an additional term to the 

cost function of . This term consists of the mean of the sum of the squares of the network weights and biases [7]: 

 

 =   + (1-)                                                               (1) 

 

 

where  is the new performance function and  is a weight factor showing the importance of each term. In this 

equation the  and the  are defined as following: 

 

                                         (2) 

 

                                                                           (3) 

 

This new function will create the network with smaller weights and biases. This causes the network response to be 

smoother and so the probability of over fit to the training data decreases [7].  

 

There are relationships between the generalization ability of a neural network and the sensitivity of it to input noise. 

Experimentally it has been shown that there is a kind of correlation between the generalization and the stability to input 

noise [8]. 

 

Another approach which can help to improve the generalization ability of a neural network is to remove those 

connections that are inactive in the network or to prune those connections with small values. Sometimes creating 

connections from one layer to the next layers (shortcut connections; Figure 1) also can help the network to have better 

generalization and this has been shown experimentally [9].  

 

In [10] a sliding mode control and Levenberg-Marquardt algorithm was proposed for improving the generalization of 

MLPs. The proposed algorithm restricts the norm of the weights vector. The norm constrains control the degree of 

freedom of the neural networks. They consider different norm possibilities in their approach and they select the best 

generalization performance for the validation sets. 
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Siraj and Osman [11] proposed an improvement approach for the generalization of neural networks using MLP 

discriminant based on multiple classifier failures. In this approach multiple classifier systems were used to construct the 

discriminant set. Each classifier can learn a special situation, so that by managing the advantages of different classifiers 

the generalization of neural networks can be improved. 

 

Hua et al. [12] suggested a new objective function for a single hidden network to improve the generalization 

performance of the feed-forward neural networks. The objective function in their approach was made by two 

information entropy terms including the cross entropy and the fuzzy entropy. 

 

In [13] two approaches for the generalization ability enhancement of the neural networks was proposed namely the 

AlgoRobust and AlgoGS. The first algorithm was not so insensitive to the noises and the second approach used the 

Gauss-Schmidt algorithm. This algorithm was used to determine the weights that should be updated in each epoch and 

the other weights were unchanged in that epoch. Using this approach better generalization ability was obtained. 

 

In some other studies, the generalization improvement of other neural network structures has been considered. For 

example in [14] an approach for the improvement of generalization of radial basis function neural networks has been 

proposed. This approach uses a statistical linear regression method for this improvement. The cross-validation approach 

was used in this study to find the stopping criteria for the training. Further improvement of the generalization of the 

network was also considered using a bootstrap method.  

 

For more details about the factors that affect the generalization property of a neural network see [15].   

                                           
                                                   Fig .1.a neural network with shortcut connections 

 

It has been observed that there is a nonlinear property in a neuron's structure in biological neural networks. This 

nonlinearity appears in several parts including in synaptic connections, in summation of input signals and also the output 

of a natural neuron which is referred to as the activation function. In traditional neuron models like McCulloch and Pitts 

[16], the nonlinear part is only expressed in the transfer function. This can create a network with a low generalization 

ability which can lead to lower performance in approximating nonlinear relations. Such a network composed of this type 

of neurons normally has many neurons causing an increase in the time of training and also the time of execution. For 

these reasons the process of finding the optimal network became hard.   

 

To increase the nonlinear property of a neuron and make it more similar to a natural neuron model and solve some of the 

problems mentioned before, we can apply a set of nonlinear relations as net summation function or in the other parts of 

the architecture of a model of a neuron. A simple function which can be used for this aim is the mean or average 

function and in this paper, we used it as an input summation function. By this simple relation we can improve the 

performance of a traditional neuron structure and thus having a more powerful feed-forward network for using in 

different applications. The summation function of the neuron is now expressed as following:    

                               

                                                                                      (4) 
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where NET is the new output function of the neuron before the activation function, N is the number of inputs in a neuron 

architecture and the numerator is the original neuron summation function. This makes the neuron less sensitive to input 

changes and better generalization for unseen data. Experimental results illustrate changes in the performance of the MLP 

neural networks. This resulting function changes the gradient term for every neuron in the network.  

   

 

 

                                                                          (5) 

 

Where is the new gradient term of the performance function, sum of the squares of error (SSE) and has a new 

term    , where n is the number of inputs for the neuron and this affect the learning rate for every neuron in the BP 

algorithm.   

 

 

3. Mathematical Analysis 

 

This section mathematically analyses the new summation function and it shows the behavior of a neuron which includes 

this function. These analyses are based on a single neuron and it can be generalized to a feed forward neural network 

like the MLP network. Such a network consists of some layers and some neurons in every layer. The results here can be 

extended to a multi-layer network and can be shown that it will be less sensitive to variations of input signals or noise 

added to them, because a noise term like  can be divided and removed several times in the neurons of a layer and in 

the sequences of neurons in different layers.  Considering a feature vector X, we can write the following equation for the 

linear part of a neuron: 

 

X=        =         And      =    

If        Φ( )  <  Φ( )   

If        Φ( )  >  Φ( )     
 

where  Φ is an increasing function which represents the activation function of the neuron. Now consider a new feature 

vector  which is a noisy version of X, we can write the following equations about it: 

 

=    =  +  

 = + β      and      =  +   

 = +  
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where X is the vector of input signal to a  neuron ,   is primitive input summation function,  is the 

linear output of the proposed method, Φ is the activation function of the neuron, β is the effect of noise added to the 

input signal in primitive summation function and  is noisy input vector. Also  and   are the net 

summation functions with noisy data. The last equation shows that the neuron made of the proposed net input function is 

less sensitive to input variations like noise and so it has better generalization ability and is more robust to new signals.   

 

4. Experimental Results  

Here we have performed several experiments to show the ability of the proposed method in solving real problems. The 

experiments consist of using a neural network with the proposed structure used for function approximation, digit 

recognition and face recognition and 3D object recognition problems. The details of the different experiments are given 

in the following subsections.                      

 

4.1.  Function Approximation Problem 

 

This section illustrates the result of function approximation using the proposed structure for a feed forward neural 

network. The function F which was used for the experiment had the values in the range of [-5, 5] which is given by the 

following formula and shown in figure 2: 

 

                                                                     (6) 

 

Two networks are simulated using MatLab [7], one with the traditional structure and the other with the proposed 

structure both having two layers of neurons, one hidden layer and the output layer. We used hyperbolic tangent as the 

transfer function in the hidden layer and one linear neuron as the output layer. The training set consists of 100 pairs and 

we used another 100 pairs as the test set. This experiment was executed for 2,3,5,7 and 9 neurons in the hidden layer and 

repeated for 50 times. We computed the mean squared errors (MSE) for the evaluation of each network. Both networks 

were trained using the back propagation algorithm with a variable learning rate and a momentum term. Table 1 shows 

the result of the average MSE for 50 iterations. The results indicate that the proposed structure has improved the error 

rate of the function approximation in compared to the traditional one. 

 

 

 
 

Fig.2.    A plot of the function used for the experiment for approximation using neural networks. 

 

Table 1. Result of the experiment for the function approximation. 

Network Structure Average MSE for 50 iterations 

Traditional MLP Network 1.561 

New MLP Network 0.871 
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4.2.  Digit Recognition Problem 

 

In this section we evaluated the ability of the proposed structure in a digit recognition problem. The data used for this 

experiment, was provided from a subset of the MNIST database [17]. Figure 3 represents a sample of four images for 

four different digits in this database. The training set was composed of 10000 hand-written digit images, each including 

the 724x1 vector of the data that was generated from the 28x28 original digit images.  We used 5000 images of the same 

size as the test set. The digit images were first converted to binary images and then the raw data were changed to 724x1 

vectors. The structure of the two MLP networks used for this experiment had 10 neurons in the hidden layer and the 

logarithm of sigmoid was used as the transfer function for hidden neurons with 10 linear neurons in the output layer. 

Table 2 shows the results for this experiment. For computing the recognition rate reported in the table, we considered the 

number of images in the test set which were classified correctly by the method divided by the total number of test 

images (5000). As we can see from this table, the new structure has highly improved the accuracy of the recognition.  

 
Fig. 3. A sample of four different digit images in the MNIST database. 

 

Table 2. Result of hand-written digit recognition experiment for the two neural networks structures. 

Network Structure Recognition Rate  

Traditional MLP Network 80% 

New MLP Network 89% 

 

4.3. 1.  Face Recognition Problem: ORL Database 

 

In this subsection of the experimental results, we evaluated the performance of the new proposed method in the face 

recognition problem. The ORL face database [18] was used for this evaluation (Figure 4). There are 400 face images 

from 40 persons in this dataset. The data were randomly divided into train and test sets for 15 times, using 5 images per 

person for training and 5 images for test. So, there were in total 200 face images as a train set and 200 images as a test 

set. After enhancing and resizing images to 20x20 sizes, the normalized raw data of face images were used for the 

generation of train and test feature vectors. Two MLP networks with a two layer structure, composed of 20 hidden 

neurons with the logarithm of sigmoid transfer function and 40 linear output neurons, were used for this experiment. 

Table 3 shows the average recognition rate for the two networks. The recognition rate was measured using the number 

of correctly classified faces in the test set divided by the total number of faces in this set. This was measured for each 

randomly division of the train and test sets. In the table the average of 15 runs of this division has been reported. On 

average the recognition rate of the neural network with the new structure has improved by 4%. 
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Fig.4.    A subset of ORL face database. 

 

Table  3. Result of face recognition problem using the two neural network structures. 

Network Structure Recognition Rate  

Traditional MLP Network 94% 

New MLP Network 98% 

 

4.3.2.  Face Recognition Problem: Yale Database 

For our evaluation for the face recognition problem, we considered another face database namely the Yale face dataset 

which has higher complexity than the ORL database. Yale database consists of 165 images of 15 different persons and 

11 images for every person. Figure 5 shows some images of this database. Images have low quality with noisy 

background and variation in illumination of images. Histogram of quantized SIFT features [19] were used as feature 

vector for classification of images. The training set included of 90 randomly selected images and 6 images for every 

person. The remaining 75 images used as the test set for this experiment. This random selection was repeated for 15 

times and the average of the accuracy was measured and reported here. Two MLP networks with two layers structure, 

composed of 35 logarithm of sigmoid hidden neurons and 15 linear output neurons were used for this experiment. Table 

4 represents the results of this test. The results indicate that the proposed structure can improve the accuracy of the face 

recognition even in a more complex scenario. The average recognition rate for the 15 runs of the algorithm has been 

reported here and it has been measured using the same approach which was discussed in the previous subsection. 

 
Fig.5. Some sample images from the Yale database.  
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Table 4. Result of face recognition with the Yale face database. 

Comparision of two MLP 

networks 
Recognition Rate  

Traditional MLP Network 83% 

New MLP Network 87% 

 

4.4.   3D Object Recognition Task 
For the last part of the experiments, 3D object recognition was evaluated for comparing the new method with the 

traditional one. The database of 3D objects was taken from [20], which it has two separate folders. One folder includes 

the images for the model and another folder for the test. These images have been taken from 11 different objects and 

from different views. Every folder consists of 55 images including five images for every object with different view and 

illumination. Similar to previous experimental results section, histogram of quantized SIFT key points [19] was used as 

feature vector for classification of objects. Structure of two MLP networks, composed of 25 logarithm of sigmoid hidden 

neurons and 11 linear output neurons were used for the experiments here. Figure 6 shows some instances of these 

images and Table 5 indicates the results of the recognition rates for the 3D object classification for the two networks. 

The results show an improvement of 3% in the recognition rate for the 3D object classification of the proposed approach 

in compared to the traditional method. 

 

 
Fig. 6.  Some images from the 3D Object database. 

 

Table 5. Result of 3D object recognition. 

Comparison of two MLP 

networks 
Recognition Rate  

Traditional MLP Network 90% 

New MLP Network 93% 

 

 

5. Conclusions 

 

In this paper we have proposed a simple modification in the structure of a neuron which can improve the generalization 

ability of the networks which use this structure. We evaluated this structure using the feed-forward neural networks for 

solving several problems and compared the results with a traditional neural network. The problems in which they were 

used in the experiments were the function approximation, hand-written digit recognition, face and 3D object recognition. 

All the results indicate a better generalization property for the proposed method. This new structure sometimes 

concludes slower training but we can reach better decision boundaries and it makes the networks less sensitive to noisy 

data. Although we have shown that the modification in the artificial neuron structure can improve the performance of the 

feed-forward artificial neural networks like the MLP networks, but as a suggestion the proposed structure of the artificial 

neuron can be used in a different topology of artificial neural networks to improve their ability. This has to be tested 

experimentally using different neural network structures (other than the MLP which has been considered here) and the 

results should be compared while the same networks use the traditional neuron structure. Based on the results we have 

obtained here, we expect that this improves the generalization of those networks as well, because the proposed new 

structure has been proposed at the level of the neuron model and not at the level of the network and so should be 

independent of the network structure. 
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