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ABSTRACT

This paper compares the performance of Backpropagation algorithm with the hybrid evolutionary algorithm (EA)
in feed-forward neural networks. The analysis is done with five different samples of handwritten English language
vowels. These characters are presented to the neural network for training. The training in the neural network is
performed by adjusting the connection strength in it. The evolutionary algorithms evolve the population of weights
of the neural network during the training. Using a simulator program, which is designed in C & MATLAB, each
algorithm was compared by using five data sets of handwritten English language vowels. The 5 trials indicate
significant difference between the two algorithms in the chosen data sets. The results show that the performance of
the neural network is much accurate and convergent for the learning with the hybrid evolutionary algorithm.

Keywords:  Character recognition, hybrid evolutionary algorithm, multilayer feed-forward neural network,
backpropagation algorithm.

1.0 INTRODUCTION

Artificial neural network (ANN) is a technique for creating artificial intelligence in the machine. This is an attempt
of the modeling of the human brain in the serial machine for the various pattern recognition tasks [1]. Such a neural
network is composed of computer-programming objects called nodes. These nodes closely correspond in both form
and function to their organic counterparts called neurons. Nodes are programmed to perform simple mathematical
function or to process a small portion of data. A node has other components, called weights, which are an integral
part of the neural network. Weights are associated with the neurons in the form of connection strength. By adjusting
a weight on a node, the output data is changed, and the behavior of the neural network can be altered and controlled.
Careful adjustment of these weights is how the network learns, in which its initial behavior is learned by being
exposed to training data. The network processes the data, and a controlling algorithm adjusts each weight to arrive
at the correct or final answer(s) for the data. These algorithms or procedures are called learning algorithms.

Neural networks are often used for pattern recognition and classification [2, 3, 4]. Their adaptability and learning
capabilities make them excellent choices for tasks requiring comparison of data sets or extracting subtle patterns
from complex data. Pattern recognition in neural networks is a very broad field, but a common use for a NN is in
handwriting or character recognition [5, 6]. This pattern matching technique enables computers to identify and
utilize human handwriting [7, 8].

This paper focuses on the recognition of handwritten English language vowels in its basic form, i.e. individual
character recognition. The rationale is to improve the efficiency of neural network for character recognition task. A
series of tests were conducted to determine which of the two learning algorithms i.e. Backpropagation [9] or Hybrid
Genetic Algorithm (GA) [10], trained a neural network faster and more efficiently. The determination of convergent
weights for pattern recognition is also an important observation of this research. The simulated results are
determined from the five sets of handwritten characters of English vowels.

Often in neural networks, nodes are organized in a manner called a feed-forward network. In a feed-forward neural
network, nodes are organized into layers; each "stacked" on one another. The neural network consists of an input
layer of nodes, one or more hidden layers, and an output layer [11]. Each node in the layer has one corresponding
node in the next layer, thus creating the stacking effect. The input layer's nodes have output functions that deliver
data to the first hidden layer nodes. The hidden layer(s) is/are the processing layer(s), where all of the actual
computation takes place. Each node in a hidden layer computes a sum based on its input from the previous layer
(either the input layer or another hidden layer). The sum is then "compacted" by a sigmoid function (a logistic
curve), which changes the sum to a limited and manageable range. The output sum from the hidden layers is passed
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on to the output layer, which produces the final network result. Feed-forward networks may contain any number of
hidden layers, but consists of only one input and one output layer. A neural network with a single hidden layer can
learn any set of training data that a network with multiple layers can learn [12]. However, neural network with a
single hidden layer may take longer to train.

Backpropagation is a learning rule for the training of multi-layer feed-forward neural network. Backpropagation
derives its name from the technique of propagating the error in the network backward from the output layer. To
train a Backpropagation neural network, it must be exposed to a training data set and the answers or correct
interpretations of the set. During a forward pass through the network, the nodes in the network accumulate the
changes in weight, and on the backward pass, the weights are altered. The method of weight modification
calculation is an integral part of the Backpropagation design.

Algorithms for multi-layer feed-forward neural networks such as Backpropagation, suffer from the intrinsic
complications of gradient-descent techniques — predominantly local minima in the error function [3, 4]. Genetic
algorithms [15] propose another solution to conventional techniques in which they do not rely on gradient
information — they can sample the search space irrespective of where the existing solution is to be found, while
remain biased towards good solutions.

A genetic algorithm has four main elements: (i) the genetic code, a concise representation for an individual solution;
(i) the population, a number of individual solutions; (iii) the fitness function, an evaluation of the usefulness of an
individual; (iv) the propagation techniques, a set of methods for generating new individuals. In the genetic
algorithm, first a population of individuals is generated by randomly selecting different samples (or genes) through
mutation and elitism. From these samples, the GA crossover operator is used to generate the combinations of
selected samples. The fitness of each individual is then evaluated. The best among all these is selected for further
processing. The cycle of evaluation and propagation continues until a satisfactory solution, the optimal solution, is
found.

Much work has been done on the evolution of neural networks with GA [13, 14]. The majority of the
implementations of the genetic algorithms are derivatives of Holland’s innovative specification [15]. Evolution has
been introduced in neural networks at three levels: connection weights, architectures and learning rules [16]. The
evolution of neural network architectures has been the focus of much of the study in evolutionary computation [17].
The evolution of learning rules has not yet been subjected to such identical study [16], but the literature on the
subject is mounting [14]. The evolution of a network’s connection weights is an area of curiosity [18] and the center
of attention of this work.

The next section presents the simulation design and algorithmic steps of the problem. The experimental results are
presented in Section 3. Section 4 provides the description of the results shown in Section 3. Section 5 concludes this
study and gives some directions on future research.

2.0 SIMULATION DESIGN AND IMPLEMENTATION DETAILS

This section describes the experiments designed to evaluate the performance of feed-forward neural network when
evolved with two different learning algorithms.

2.1  Experiments

Two experiments were conducted, each with the same network architecture (4 neurons in the input layer, 6 neurons
in each hidden layers, 2 hidden layers and 5 neurons in the output layer), the same input data (5 different input data
sets were used for each experiment) and two different learning algorithms (Backpropagation and hybrid GA). In
each experiment, one of the two learning algorithms trained the neural network populations with a standard
Backpropagation algorithm and the remaining one trained the neural network populations with hybrid GA
algorithm. Five trials were conducted for each experiment. The genetic operators used in each experiment are
summarized in Table 1:
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Table 1: Genetic operators used in the experiments

Training Algorithms Genetic Operators Used
Backpropagation None
Hybrid GA Mutation with probability <= 0.1 and Crossover

Descriptions of these genetic operators can be found in Section 2.3. The parameters used in the experiments are
listed in Table 2 and 3.

Table 2: Parameters used for Backpropagation Algorithm

Parameter Value
Backpropagation learning Rate (77) 0.1
Momentum Term (a) 0.9
Doug’s Momentum Term (—l J (—1 j
1-(a) 1-(a)
Adaption Rate (K ) 3.0
Minimum Error Exist in the Network (MAXE) 0.00001
Initial weights and biased term values Randomly Generated Values Between 0 and 1

Table 3: Parameters used for Hybrid Genetic Algorithm

Parameter Value
Adaption Rate (K ) 3.0
Backpropagation learning Rate (77) 0.1
Momentum Descent Term (a) 0.9

1
Doug’s Momentum Term { ]

1-(a)

)

Mutation Population Size 3

Crossover Population Size 2000

Minimum Error Exist in the Network (MAXE) 0.00001

Initial weights and biased term values Randomly Generated Values Between 0 and 1

In all experiments, the neural networks were trained to generate the appropriate classification for the handwritten
English language vowels. For this, the scanned images of five different samples of handwritten English language
vowels (Fig. 1) were obtained.

After collecting these samples, each English vowel image was partitioned into four equal parts, and the density
values of the pixels for each part were calculated. Next, the density values of the central of gravities for these
partitioned images of the English vowel were calculated. Consequently four values were obtained from an image of
handwritten English language vowel, which were then used as the input for the feed-forward neural network. This
procedure was used to present the input pattern to the feed-forward neural network for each of the sample of
English language vowels.
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Fig. 1: Scanned images of five different samples of handwritten English language vowels

2.2 Neural Network Architecture

The structural design of the neural networks was based on a fully connected feed-forward multilayer generalized
perceptron. Four input units were used, with two hidden layers with six neurons each and five neurons in the output
layer. The hidden layers were used to investigate the effects of Backpropagation and hybrid GA on the hyper plane.
A hyperplane is a concept in geometry. It is a higher-dimensional generalization of the concepts of a line in
Euclidean plane geometry and a plane in 3-dimensional Euclidean geometry. In a one-dimensional space (a straight
line), a hyperplane is a point; it divides a line into two rays. In two-dimensional space (such as the xy plane), a
hyperplane is a line; it divides the plane into two half-planes. In three-dimensional space, a hyperplane is an
ordinary plane; it divides the space into two half-spaces. This concept can also be applied to four-dimensional space

and beyond, where the dividing object is simply referred to as a hyperplane.

Each network had a single output unit with the following activation and output functions,

iZ0 iok i
where function I(AEJ is given as,
00 = !
k - KAE
1+e

21)

(22)

23)

Now, similarly, the output and activation value for the neurons of hidden layers and input layer can be written as,
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h N
Ak = 3 W.kO. (2.4)
i=o <!

and OE = ;h 2.5)

1 - KAk

+€

i _ i) _ Al

and Ok = J(Ak) = Ak (2.6)

In the Backpropagation learning algorithm, the change in weight populations was done according to the calculated
error in the network after each of the iteration of training. The change in weight and error in the network can be
calculated as follows,

q OE 1

AWho (S +1): —ﬂz oW +0{AWh0 (S)+m (2.7
i=1 ho ho
N, OE 1

AWih (S + 1) = —ﬂz + aAWih (S)+ m (2.8)
i= ih ho

P 2
-1 5 (oo_Tj (2.9)
2571

2
where (Oo —T) is the squared difference between the actual output value of the output layer for pattern p and

the target output value. Doug’s momentum term [19] was used with momentum descent term for calculating the
change in weights in equations 2.7 and 2.8. Doug's momentum descent is similar to standard momentum descent
with the exception that the pre-momentum weight step vector is bounded so that its length cannot exceed 1.0. After
the momentum is added, the length of the resulting weight change vector can grow as high as 1 / (1 - momentum).
This change allows stable behavior with much higher initial learning rates, resulting in less need to adjust the
learning rate as the training progresses.

The evolutionary algorithms evolve the population of weights using its operators, and select the best population of
the weights that minimize the error between the desired output and the actual output of neural network system.

2.3 The Genetic Algorithm Implementation
Fig. 2 shows the standard form of a genetic algorithm. The initial population was generated with randomly assigned

values for weights and biases. The values were obtained from the random generator generating values between 0
and 1.
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Fig. 2: Flowchart of Genetic Algorithm Implementation

2.3.1 Genetic Representation

After the initial population of weights and biases was created, the problem domain is represented as a chromosome.
For that, the set of weight values is represented as a square matrix (Table 4), in which a real number corresponds to
the weighted link from one neuron to another neuron. A zero value means that there is no connection between the
two given neurons.

Table 4: Weights matrix for neural network

I:;Zr; Il I 2 H 11 H 12 T H 16 H 21 H 22 T H 26 H 31 H 32 T H 36 Ol
bl o] o] o] o]|-~|o 0 o || o 0 o |- o 0
b o]l o] o] o|-] o0 0 o || o 0 o |- o 0
Hy | wy [wy [ O | O [—] O 0 o || o 0 o || o 0
Hpp | wo [ W [ O | O [—] O 0 o || o 0 o |- o 0
I I I I L] I I I I I I I I I I
I I I I L] I I I I I I I I I I
Hig | we [ Wos [ O | O [—] O 0 o || o 0 o |- o 0
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Hyp 0 0 Wi | Wy | | Wer 0 0 --- 0 0 0 --- 0 0
Hy, 0 0 Wi, | Wy | - | We 0 0 --- 0 0 0 --- 0 0
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
H 0 0 Wig | Was | - | Wee 0 0 --- 0 0 0 --- 0 0
Ha | 0O 0 0 0 |- 0 Wig | Waa || Wa 0 0 - 0 0
Hp | O 0 0 o || o wo | owy |- | we 0 o |- o 0
| | | | | | | | | | | | | | | |
| | | | | | | | | | | | | | | |
Hy | O 0 0 o || o W | wye |- | e 0 o |- o 0
ool ol oo o]-] o 0 0 [~ o | wu | wa || wer | O

Each row of this matrix represents a group of incoming weighted links to a single neuron. In total, there are 102
weighted links between neurons and 19 biased values of neurons in the neural network. Thus, a chromosome is a
collection of genes representing either a weight or a biased value. A 121-gene chromosome can be represented as

Bias  of Bias  of Bias of
Wi | Wy hidden W | Wp,| hidden | Wi, W2:1 ______ Wg | unit 1 of

unit 1 of unit 2 of output

layer 1 layer 1 layer

where some gene correspond to a single weighted link and some correspond to biased values of neurons in the
network.

2.3.2 The Mutation Operator

A mutation operator which randomly selects a gene in a chromosome and adds a small random value between -1
and 1 to that particular gene, produces the next generation population of 121-gene chromosomes. The size of the

next generated population will be N+ 1, if the mutation operator applied n times over the old chromosome:
Id;" Id
chew_co U[CHHU(CE0 + eﬂ (2.10)
i=1

where COld symbolizes the old chromosome of 121-gene, € symbolizes the small randomly generated value

between -1 to 1, A symbolizes the randomly selected gene of COId chew

symbolizes the next generation population of chromosome, i.e. C™ =[C,,C,,Cy——————— .C..C..].

chromosome for adding the €, and

The inner U operator prepares a new chromosome at each iteration of mutation, and the outer U operator

builds the new population of chromosomes called C™" .
2.3.3 Elitism
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Elitism was used when creating each generation so that the genetic operators did not lose good solutions. This
involved copying the best-encoded network unchanged into the new population as given in equation 2.10, which

includes COId for creating chew.

2.3.4 Selection

A chromosome C* is selected among the mutated population of chromosomes for which the sum of squared
errors is minimum for the feed-forward neural network, i.e. iteratively all the chromosome values will be assigned
to the network architecture in terms of weights and biased values defined in chromosome. After assigning the
values, the network architecture will be able to fabricate output using these assigned values. For each new

chromosome Cnew, the error can be calculated using these fabricated outputs as in equation 2.7. Next, the

C new

selection operator will pick a chromosome C** from , which generates minimized error for the network.

2.3.5 Crossover

A crossover operator takes selected chromosome and creates a child for producing the next generation population of
121-gene chromosomes of size N+1. This next generation of population is produced by applying the crossover
operator N times. The experiments performed the crossover operation by swapping the two randomly selected gene
values of the parent chromosome as given in Fig. 3 and equation 2.11;

n
chext _ osel U (Csel _Czel _csel )U CZeI o s 2.11)

i1 P Vy OVg B

where  and S symbolize the randomly generated genes positions in CP, and CP, in C* chromosome, and

C ™" is the next generation of size N +1.

Chromosome C** i v, v, v, Vs Ve v, Vg
CPR, CP,
Crossover
Point

Fig. 3 (a): Chromosome before applying crossover operator

Chromosome Vi V, v, Vg Vg v,
\ V2 _/
V8

Fig. 3 (b): Applying crossover operator on chromosome
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Chromosome Vi Vg v, v, Vs Vg v, v,

Fig. 3 (c): Chromosome after applying crossover operator

2.3.6 Fitness Evaluation Function

A fitness evaluation function defines a function for evaluating the chromosome performance. This function must
estimate the performance of weight population of a given feed-forward neural network. A simple function defined
based on the proportion of the sum of squared errors is applied. To evaluate the fitness of a given chromosome, each
weight and biased value contained in the chromosome is assigned to the respective link and neuron in the network.
The training set is then presented to the network, and the sum of squared errors is calculated. The smaller the sum,
the higher is the fitness of the chromosome. In other words, the genetic algorithm attempts to find a set of weights
and biased values that minimizes the sum of squared errors.

minerror =1.0

For all the n+1 chromosomes

if (min error > E_.. ) then

(min error = Ecpex‘)

min next
C™ =(C
else (minerror = minerror) (2.12)
where Ec."m symbolizes the error calculated for ith chromosome among the N+1 chromosomes of cr

population and C min symbolizes the chromosome which has minimized error.

177
Malaysian Journal of Computer Science, Vol. 19(2), 2006



Handwritten English Vowels Recognition Using Hybrid Evolutionary Feed-Forward Neural Network pp. 169 — 187

3.0 RESULTS
This section presents the results of this study, which will be elaborated in Section 4.
3.1  Results for First Trial of Simulation

Table 5: The results for the classification of handwritten English language vowels using
Backpropagation and hybrid GA learning algorithms

Backpropagation Epochs Hybrid GA Epochs
3] 3 3 3] 3
c c c c c
[«5) (5] (5] (<5 (5]
2 o o 2 o
[«5) (<] [«5) [«5) [«5)
» > > > > >
3 — QV] ™ <t Lo gw [V} gm("‘)gw < gwmgm
8l 2 |2|le| 2 |2|2(98/2908=2(08 2 |(°8 =298
sl & o o o o [} o [BC|alsc|l ol 2|Bclals s
12| E|E|E| 5|55 (s8|5s8 58 5|sE5|st
nlOl » N |l n %) vl lzZ2|lv|Zz2v|Zz2] v |Z2][v|Z22
1]|]A]|550 |03|04(|04 04182 |22 4 11 4 (1 11 |1 3|1
2 1E]02 0210204 0412 12 2128 (2125 |2 11 |2 | 26
311 104 0210404 0412 11 2 123 (2 (24 |2 12 (2 | 16
410104 0104|564 |04]2 14 2 14 2 111 |2 9 2113
51]U104 |04 (04|04 |04]2 12 4 11 3|11 (3 |2 |[6|1
. . |
o, | —W—Backpropagation Epochs =~ = @—Hybrid GA Epochs |
'm n
500 -
|
40073
|
3004: 777777777777777777777777777777777777777777777777777777777
|
2001‘ 777777777777777777777777777777777777777777777777777777777
|
|
100 1
W
0+’T il I
\E\;\Z\Z\E\;\;\Z\;\Z\E\E\E\;\Z\E\E\E\Z\E\E\;\E\Z\E\
PSRN0 SN S-SR NN -NE-N-R S-S -N - -
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Fig. 4: The comparison chart for handwritten English vowels classification epochs of two learning algorithms
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—— Backpropagation Epochs
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Fig. 5: The comparison chart for the number of convergence matrices for

handwritten English vowels classification

Results for Second Trial of Simulation

3.2

Table 6: The results for the classification of handwritten English language vowels using

Backpropagation and hybrid GA learning algorithms

Hybrid GA Epochs
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aouabaanuo)d JO 'ON

G ajdwieg|
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32u3b13AU0D JO "ON

¥ adweg
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2

S3OLIEN
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2

Tojdwes

22

3
4
4
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04(04]|04(04
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0.4

0
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Fig. 6: The comparison chart for handwritten English vowels classification epochs of two learning algorithms
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Table 7: The results for the classification of handwritten English language vowels using

Backpropagation and hybrid GA learning algorithms

Hybrid GA Epochs

RN
9ouafiaanuo)d 4o "oN

G ajdweg|
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Fig. 8: The comparison chart for handwritten English vowels classification epochs of two learning algorithms
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—e— Hybrid GA Epochs
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Fig. 9: The comparison chart for the number of convergence matrices for

handwritten English vowels classification

Results for Fourth Trial of Simulation
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Table 8: The results for the classification of handwritten English language vowels using

Backpropagation and hybrid GA learning algorithms

Hybrid GA Epochs
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—e— Hybrid GA Epochs

—m— Backpropagation Epochs

Fig. 10: The comparison chart for handwritten English vowels classification epochs of two learning algorithms
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Fig. 11: The comparison chart for the number of convergence matrices for

handwritten English vowels classification

Results for Fifth Trial of Simulation
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Table 9: The results for the classification of handwritten English language vowels using

Backpropagation and hybrid GA learning algorithms

Hybrid GA Epochs
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Fig. 12: The comparison chart for handwritten English vowels classification epochs of two learning algorithms
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Fig. 13: The comparison chart for the number of convergence matrices for
handwritten English vowels classification

4.0 DISCUSSION

The results presented in Section 3 demonstrated that, within the simulation framework presented above, large
significant difference exists between the performances of Backpropagation feed-forward neural network and hybrid
evolutionary feed-forward neural network for handwritten English language vowels classification problem.

Tables 5, 6, 7, 8 and 9 show the results for handwritten English language vowels classification problem performed
(5 times) with the two algorithms up to having the maximum limit of 50000 iterations. All the results take five
different types of handwritten samples for each English vowel character. The training has been performed in such a
way that if the network is trained with an input sample of a character, then the next training cannot be done with the
other input sample of the same character. This input sample will appear for training after other samples of other
characters training.

These tables also show the number of convergence matrices for each character recognition process. These values
show the number of convergence weight matrices obtained for the particular character by applying the hybrid
evolutionary algorithm. For Backpropagation algorithm the same entry is not required, because if the characters are
correctly recognized by the network, then only one convergence matrix will be obtained. Therefore, it is required
only for hybrid evolutionary algorithm through which multiple number of convergence matrices can be obtained.
This shows the higher accuracy of the algorithm for character recognition.

Entries with real numbers in these tables represent the errors existed in the network after executing the simulation
program for 50000 iterations, i.e. up to 50000 iterations the algorithm could not converge a sample of a handwritten
English language vowel into the feed-forward neural network. Fig. 4, 5, 6, 7, 8, 9, 10, 11, 12 & 13 represent the
comparison charts which are based on the values found in Table 5, 6, 7, 8 and 9.

The simulation program, which was developed in MATLAB 6.5, to test the two algorithms for the classification
problem of handwritten English language vowels, generates the initial weights randomly through its random
generator. As a result, the epochs for the algorithms are different every time, with the same network structure and
the same training data set.
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5.0 CONCLUSION AND FUTURE WORK

The results described in this paper indicate that, for the handwritten English language vowels classification problem,
feed-forward neural network trained with Backpropagation algorithm does not perform better in comparison to
feed-forward neural network trained with hybrid genetic algorithm. The performance of hybrid evolutionary
algorithm (EA) is efficient and accurate in all the simulations.

It is found that, in each and every case, the hybrid evolutionary feed-forward neural networks gives more than one
convergent weight matrices for every input pattern in comparison to the Backpropagation feed-forward neural
network. This shows the higher accuracy rate in the pattern recognition with hybrid evolutionary feed-forward
neural network. The higher number of convergence weight matrices in the hybrid GA training process suggests that
this algorithm may not be trapped in the false minima of the error surface. It may also minimize the possibilities of
misclassification for any unknown testing input pattern.

The direct application of hybrid GA to the handwritten character classification has been explored in this research.
The aim is to introduce as alternative approach to solve the handwritten character classification problem. The results
from the experiments conducted on the algorithm are quite encouraging. Nevertheless, more work need to be done
especially on the tests for other complex handwritten characters. This concept can be used for any handwriting
classification problem to obtain efficient and consistent results in the future.
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