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ABSTRACT

An Adaptive Reservation Time Divison Multiple Access (AR-TDMA) control protocol for Wirdess Asynchronous
Trander Mode (WATM) networks is proposed in this paper. AR-TDMA combines the advantages of distributed
access and centralised control for trangporting Congtant Bit Rate (CBR), Variable Bit Rate (VBR) and Available Bit
Rate (ABR) traffic efficiently over a wirdess channd. The contention dots access for reservation requests is
governed by two protocols, the Adaptive Framed PseudoBayesan Aloha with Adaptive Sot Assgnment (AFPBA-
ASA) protocol and the Framed Pseudo-Bayesan Aloha with Adaptively Prioritised Controlled Capture (FPBA-
APCC) protocol. Both protocols provide different access priorities to the control packets in order to improve the
Quality-of-Service (QoS offered to time sendtive connections.  AR-TDMA also features a novel integrated resource
alocation algorithm that efficiently schedules terminals reserved access to the wirdess ATM  channd by
consdering their requested bandwidth and QoS Integration of CBR, woice, VBR, data and control traffic over the
wirdess ATM channd using the proposed ARTDMA protocol is considered in the paper. The performance of the
ARTDMA in conjunction with the AFPBA-ASA protocol and FPBA-APCC protocol has been investigated and the
smulation results are presented showing that the protocol satisfies the required QoS of each traffic category while
providing a highly efficient utilisation of approximately 96% for the wireless ATM channdl.
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10 INTRODUCTION

Asynchronous Transfer Mode (ATM) has been recommended by the Internationad Telecommunications Union
Tdecommunication (ITU-T) to be the trandfer protocol of the emerged Broadband Integrated Services Digitd
Network (BISDN) [1] and the concept of wirdess ATM (WATM) has been introduced to extend the cepabilities of
ATM over the wirdess channd [2]. A magor issue related to the redlisation of WATM networks is the sdlection of a
Medium Access Control (MAC) protocol that will efficiently and equitably dlocate the scarce and vauable radio
medium among the competing mobile saions while respecting the Quality-of-Service (QoS) requirements of each
admitted connection. For compatibility with the wired ATM network, the WATM MAC protocol must support the
sandard ATM service classes Congant Bit Rate (CBR), Vaiable Bit Rae (VBR) and Available Bit Rate (ABR)
traffic.

In the past years, severa researchers have developed MAC protocols for wirdess ATM networks [3, 4, 5], and most
of these protocols have been designed to support multimedia ATM traffic. A survey of wirdess ATM MAC
protocols can be found in [6] and [7]. Among the known MAC dlocation agorithms for WATM, we can underline
the protocols presented in [5, 8, 9, 10, 20] as being the most complete and efficient. Mogt of the previoudy
proposed protocols suffer from pitfalls related to the random access protocols employed for initial access. They
ather limit the delay-throughput performance [5, 8, 9] or redrict the number of users [10]. A dynamic resarvation-
based MAC protocol for integrated multimedia traffic was introduced in [20] with emphasis on VBR source and
dlocation control dgorithms.  Generally, they do not offer access priorities between different service classes.  In the
MAC protocol presented in this paper, we adopt two new random access protocols that dlow us to increase the
throughput performance while meintaining the required QoS, by enabling appropriate control traffic access priorities
for different sarvice classes We adopt the bandwidth alocation agorithms used in [20] but we focus on evauaing
the new access schemes.
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To improve the performance of the Adaptive Reservation TDMA (AR-TDMA) protocol, the protocol uses either
one of the novel contention dgorithms [11, 12] to manage the access to the control mini-cells such that contention
can be minimised and access priorities can be provided to control packets in order to improve the QoS offered to
connections with time sendtive traffic.  Additiondly, the new protocols adaptively adjust the number of uplink
(mobile to base dation) control dots as a function of the traffic load to optimise the channd utilisation.
Piggybacking of requests is aso used so that the protocol efficiency will not be limited to the performance of the
random access schemes mentioned above. A key feature of our ARTDMA protocol is the bandwidth alocation
dgorithms used to digtribute the bandwidth among the CBR, voice, VBR, data and control trafficc. A method to
integrate the different alocation agorithms to provide ubiquitous wirdess ATM services was dso described.  We
present smulation results to illustrate the peformance of the AR-TDMA protocol under a wide range of traffic
conditions. These results show that the AR-TDMA protocol proposed in this paper performs well, under similar
traffic conditions, compared to previous protocols. The performance improvement was achieved mainly due to the
following features of our protocol; the dynamic adjusment of the number of uplink control dots, contention access
priorities provided through the AFPBA-ASA protocol or the FPBA-APCC protocol to improve QoS of red-time
connections by expediting the respective control packets, use of piggybacking concept in conjunction with the
random access schemes, and use of both minima inband and out-of-band signding to edimate the mobile traffic
requirements in the scheduler.

The paper is organised &s follows  Section 2 gives an overview of the ARTDMA protocol. In Section 3, the
source modds are presented.  In Section 4, we describe the resource dlocation agorithms.  An evauation of AR-
TDMA performance by smulationsis presented in Section 5. Finaly, Section 6 concludes the paper.

20 DYNAMIC RESERVATION TDMA PROTOCOL

21 Frame Structure

An AR-TDMA protocol is adopted to multiplex multimedia ATM connections over a sngle time divison duplex
(TDD) radio channd. Fig. 1 illugtrates the frame structure employed by the AR-TDMA protocol. The modem
preamble is used by physca layer functions in the radio receiver while the frame header identifies the beginning of
a frame peiod. The fixed length AR-TDMA frame is timeduplexed into an uplink and downlink channd, for
mobiles to communicate with the base station and vice versa, respectively. The boundary between these two parts is
dynamicaly adjusted as a function of the traffic load. The downlink and uplink channds are firther dynamicaly
divided into control and data transmission periods, each condgting of an integer number of dots. The base dation
has absolute control to determine the number of each type of dots during a frame period and which mobile gtations
will receive or send information using the datadots.
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Fig. 1: AR-TDMA wirdlessATM MAC protocol frame structure

The system architecture parameters adopted for the AR-TDMA protocol are adopted from [13]. Fig. 2(a) illustrates
the format of uplink wirdless ATM data packets. The cdl format structure is harmonised with standard ATM cdll
format. The 2byte wirdess header incorporates an 8-hit cell sequence number to support DLC error recovery over
moderately large burgts. This header dso includes fieds to enable other wirdess network functions such as service
type definition, handoff recovery, and cdl segmentation. A 2-byte compressed ATM header is incorporated with 12
bits for VCI (virtua circuit identifiers) and 4 bits for ATM control. The header error control (HEC) function is not
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used on the radio link in view of a 2byte CRC error detection provided by the DLC. A maximum of 20 cells can be
acknowledged with a single WATM ACK message. This type of group ACK syntax reduces the number of short
ACK packets requesting channel access from the MAC layer, thereby improving efficiency. Notice that additiond 2
dots (14 bytes) of overhead is needed for the wirdess data cell shown in Fig. 2 (b) in order for the transmission b
happen between the mobile terminal and the base dation. Therefore, the total number of dots needed is 9 (72
bytes).

Modem Preamble thes A m;?;gj e& bets 0
A A

Wireless Header thes

Compressed ATM ¢ Control

Header 2bytes  56bytes Payload 24bytes
A 8 bytes
ATM Payload 48bytes T
A
\ v
CRC 2 bytes oRC 2 bytes
A \ A \ 4
(8) Wirdess Data packet format (b) Wireless Control packet format

Fig. 2: Uplink wirdess ATM cell format

Downlink transmissions are TDM multiplexed in a single burst from the base dation to the mobile termina, while
uplink transmissons use dynamic TDMA. The downlink preamble provides frame synchronisation as wel as
training sequence for the purpose of equdisation The base dation uses the frame header to transmit its ID and
information about the postions and sizes of the different sub-frames in the current frame. The downlink control
messages, trangmitted in the Baseto-Mobile Terminal (B-MT) control region, include dlocation informetion, B-M T
acknowledgement information, and other wirdess network control messages  The B-MT data region contans
downlink data cells. The MTB control region is used by the MTs to transmit control messages to the base station in
using one of the contention agorithms mentioned above.

The basic unit of the MAC dlocation was designed to be a 8byte dot. A 16-byte (2 dots) preamble was assumed
for synchronisation and equdlisation a the dart of every burst. Data cdls require 7 dots each (48-byte payload, 4
byte WATM header, and 2byte CRC). Each data cdl in the frame has the same length as 9 dots (i.e. 56 bytes).
When a data cdl is assigned for control purposg, it is divided into 3 control mini-cells (1 dot for contrd packet plus
2 dots for modem preamble) comprising of 3 dots per wireless control packet to be used in the MT-B contral
region. A 2-dot frame header and 2dot modem preamble must be added to the overhead a the beginning of each
B-MT or M T-B control region mobile transmisson.

System parameters used in the evauation are summarised in Table 1. As can be seen, the bandwidth alocated to the
control regions of B-MT and MT-B is varied according to control traffic for one case and fixed a 20% at another
cae to fadlitate comparison with the results in [13]. So the maximum daa throughput (under ided conditions,
without overhead for the 20% fixed bandwidth case) is limited to 80%. Downlink packets (both data and control)
ae dmilar to uplink packets however the wirdess header can be reduced snce the modem preamble a the
beginning of the frame plays the same role  Sot alocations and cdl acknowledgments for al mobiles are grouped
in the same downlink control dots (i.e. each downlink control dot is not dedicated to a specific mobile). Table 1
summarises the AR-TDMA MAC frame parameters. It should be noted that the only parameters that directly
influence the MAC protocol efficiency are: the frame duration, the number of dots per frame and tre data to control
dot sizeratio.

22 Protocol M echanisms

In the uplink channd, control dots provide a communication mechanism for a mobile dation to send a reservetion
request during the contention phase of the connection, while the data dots supply it with contention-free bandwidth
resources during the data transmisson phase.  An uplink control packet is sent when a mobile station needs to signd
the base dation and it does not have a data dot assgned to it in the current frame, such as when it needs to establish
a new connection, has a new data message to send, begins a new takspurt, etc. Uplink control packets provide the
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base dation with the traffic characteristics and source status of the corresponding mobile dtations  connections.
Uplink control packets are sent in contention-mode according to the AFPBA-ASA and FPBA-APCC protocols
described in Section 2.3, With these protocols, contention access priorities are assigned to mobile sations according
to the required QoS of ther connections. The contention delays of time sendtive control packets are thus reduced.

Feedback for the uplink control packets is sent in the downlink control packets in the next frame. Mobile stations
whose control packets have experienced a collison will repest the contention process in subsequent frames until
they are successful. When there is no uplink traffic from a mobile station but downlink packets are sent to it, the
mobile station may send uplink control packets to acknowledge receipt of downlink packets and to enable the base
station to adjust anti-fading parameters for this mobile  These uplink control minicdlls are directly assigned to
repective mobile stations by the base station and are therefore accessed without any contention.  After completing
the contention procedure, the mobile sation can use the data dots assigned by the base dtation without undergoing
further contentions, until its data buffer is empty. While a mobile station has access to reserved data dots, traffic
parameters and staus information, eg., specifying requirements for additiond data dots, can be sent piggybacking
on the data packets. The base dtation will use these traffic parameters to alocate uplink data dots to each reserving
dation according to the alocation adgorithms presented in Section 4. When a connection has successfully sent its
request, it enters the data transmisson phase and monitors downlink control dots in each subsequent frame to
receive its dot assignments, which identify the uplink data dots in the current frame in which the mobile stations
should send its packets.

Table1: AR-TDMA MAC frame parameters

Channel hitrate 8 Mbps
Frame duration 2ms
Slot size 8bytes
Slots per frame 250
Preamble size 2dots
Frame header 2dots
Datacell 7dots
Control packet 1ldot
Number of mini-dots(wireless
Control packet) per data cell 3 mini dots
Case One:
B-MT & MT-B control varied length
Case Two:
B-MT control 8% (20 dots)
M T-B contral 12% (30 dots)

23 Contention Access Schemes

In a reservation MAC protocol such as AR-TDMA, before obtaining contention free access to the channel, a maobile
must wait for its request packet to be successfully sent to the base gation, in contention with control packets from
other connections. Therefore, the contention phase that a connection goes through before obtaining contention-free
packet transmissons has a maor effect on the deay QoS of a reservation MAC protocol. As the QoS of some
dases of traffic is more sendtive to the contention delay than others, this cals for the design of a contention access
scheme that provides a lower contention delay to time sendtive control packets while being adapted to the structure
of AR-TDMA. The FPBA-ASA and the FPBA-APCC protocols described in detail in [11, 12] have been designed
to stisfy these requirements, and are employed by mobile sations to access uplink control mini-cells.  These
protocols are based on the assumption that the probability distribution of the number of control packets waiting for
transmission is Poisson [14]. In addition to the standard Aloha algorithm, the FPBA-ASA and FPBA-APCC
protocols provide multiple levels of access priorities and are adapted to the frame structure of AR-TDMA. Before
we summarise the contention agorithm, we must dtate that these two protocols (especidly the FPBA-APCC) take
advantage of the wirdess channd and capitdise on the capture phenomenon. Therefore, we will assume a wirdess
channel effect far the contention period of the frame. We shal not consider the retransmisson of corrupted data
packets as that would overlap with the function of the DLC layer. We must dso date the wireless channel
assumptions for each contention protocol so that wecan better eva uate its performance.
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The characterigtics and assumptions of the wireless channel are asfollows:

- Mobile terminals of the p different priority classes are distributed according to a Poisson point process
over a circular area whose radius is normaised to unity. As a result, each of them is equdly distributed
within acircdle with arandom distance r from the centre of the circular area.

- The propagation model includes attenuation due to the distance r, proportional to " where h is the
power loss exponent and istypicaly equa to 4 in land mobile radio environment.

- The propagation mode aso includes shadowing, described by means of alog-normal random variable.

- Rayleigh fading, which causes the instantaneous envelope of the received signd to be an exponentidly
distributed random varigble.

- Capture ratio b is taken as 2 dB for all cases which represents the carrier to noise raio of digita
systems.

- Background noise is negligible and does not count in the interference caculation.

- I nterference from adjacent cdllsis not considered in the propagation model considered.

- The wirdess channe effect is only considered with the contention agorithms. Its effect of the TDMA
data dots of the AR-TDMA protocol is not considered.

Further assumptions specific to the AFPBA/ASA agorithm is that:
- The received power from a mohbile termind |, of the same priority class i a distance r can be expressed

&

P, = R%e*Gr "P @
where R is a Rayleigh distributed r.v. with unit power, € accounts for the shadowing k is Gaussan with mean zero
and vaiance 52), Gr is the deterministic loss law, and Py is the transmitted power. G, h and Pr will be assumed to
be the same for al packets whereas R and x will be assumed independent from one packet to another and identicaly
digributed. There is no consideration for power contral in this mode and therefore, transmisson power Py is equd
to unity. The loghorma shadowing standard deviation sgg (known as shadowing spread or dB Soread), is given
by:

s = (0.1log. 10) Sgg. 2

Further assumptions for the FPBA/APCC contention algorithm are:
- The received power from a mohbile termind |, of the same priority class i a distance r can be expressed

&

P, =R2% Gr My, ®
where v; is the uniformly chosen random mobile terminal power level computed according to the sub-optima mode
asfollows:

vi =(Lg
and

.....

LAV-1) G2AV-1) gV -2Uv-1 g )

1£V £[log( g)/log( b)] +1 ®

where b is the capture ratio. Now the AFPBA/ASA and FPBA/APCC agorithms will be described in the context of
the AR-TDMA WATM MAC protocol.

2.3.1 AFPBA-ASA Protocol

Suppose that K' control mini-dots are available in frame t and there are p different priority classes with arrival

processes of intensties | 5, ..., |, |; is the average number of control packet arivels of class i per frame in all

mobiles. Let the number of contention dots assgned to each priority class i , (1€ i £ p); where a lower index

corresponds to a higher priority packet class, be k; , where g k. =K - Let %be the priority parameter of each
i=1

ki

. . . . k
control traffic class i. In order to maintain the priority order we must have -+ 3 ko s s E 3 ?p and the

K K
parameters satisfy the relation él"k_izl. Each backlogged packet is independently transmitted in a frame t with
K

probability ¢ = min(Lk;/f}) over a dot independently chosen from a set of k; assigned dots for the traffic class i,
with auniform probability (each dot has a probability 1/ ki of being chosen).
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The agorithm operates by maintaining for each priority class i an estimate ﬁitof the totd number of backlogged
control packets rf a the beginning of each frame t. At the beginning of each frame t, for each priority class i, ﬁit is

updated from q , K" and the feedback for framet — 1 according to:
.
) I T L G
A =1 + Ky max gO'K“l e 1'+k°‘?K"1 o 2+
¢ p

where k.. is the number of idle or success dots and k. the number of collison dots in frame t — 1. In the presence of
the wirdess channd the dot outcome {success, idle, collison}, and i.e, k, and k. in eguaion (8), is further
determined by the following formula  The packet success probability Py for each mobile termind is therefore
expressed as:

™ D

U]

P.
pe—>b

eaP
én=2

PSUCC -

oo.oooNn o

b is the threshold sgna to interference ratio (or the capture ratio), n is the number of packets involved in the
collison and P,, is given by equation (7). The number of assgned dots for each priority class is given by the ASA
agorithm asfollows

for (each priority classi in order of increasing priority)

i ® c;,u
- ¢
1-iCeiIQp'*(K-ak)y£k£( - 1)i
i 31, = ]
1 éle ﬂb !
|
L i
k = Y
i1 @ y

P
2-1£k £§<‘-é
K,

3- é , K'>> p (i.e, K'35p)
i=1

232 FPBA-APCC Protocol

Suppose that K' control mini-dots are avalable in frame t and there are p different priority classes with arrival
processes of intensities 14, ..., |, | is the average number of control packet arivas of class i per frame in dl
mobiles.  The dgorithm operates by maintaining for each priority class i an estimate ﬁitof the total number of

backlogged control packets nitat the beginning of each frame t A new control packet ariving during frame t is
immediately regarded as backlogged and will atempt transmisson in a dot k (1£ k £ K) in exch subsequent frame
after its arrival until success. Each backlogged packet is independently transmitted in a frame t with probability
q; = min(1,K '/A!) over a dot independently chosen with a uniform probability (each slot has a probability vk,
of being chosen).

At the beginning of each frame t, for each priority class i, A'is updated from A", K'land the feedback for frame
t— 1 according to equation (6.1) and repeated here:
AU =1 +k,, max O,ﬁ-lg+ k6?£+ L 2 ®
K & K e-24
where k. is the number of idle or success dots and k. the number of collison dots in framet— 1. In the presence of
the wirdess channe the dot outcome {success, idle, collison}, and therefore k.. and k. in equation (8), is further

determined by the following formula. The packet success probability Py for each mobile termind is therdfore
expressed as.
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b is the threshold sgna to interference ratio (or the capture ratio), n is the number of packets involved in the
calligon and Py, is the received power given by equation (9). The number of logarithmicaly equi-spaced random
trangmitter power levels (LESRTPLS) assigned for each priority traffic class is cdculated using the APCC agorithm
asfollows:

for (each priority classi in order of increasing priority)

A-Ifi=1 cdculatem usng :

ﬁt .

cell gop‘A V):Em £V -1
éa Al i
i=1 %}
then, assignmy power levelsto the highest priority class 1 starting from g downwards calculated using eg. (4).
B-If m=V then m=(m-1); and m=vy,,=1 (fori=i+1,...p).
(i.e,, if the number of assigned power levelsto priority traffic class1 my isequd to the total number of power levels,
then reducem by onelevel and assgn v, to the rest of the priority traffic classes).

®e [0}
-f i - Lusing - ¢ CT
C-Ifi>1 cdculate my; using : l£mi£cei|g A o Am
g ﬁit i=1 :
gi:1 @
then, assign priority class i, m; power levels starting from (V-m; ;) downwards calculated using eg.(4).
D-1f & - éll m%:o then m =Vy, =1 (fori=ij+1...p)
i=1 @

(i.e., if the balance of power levels availableis zero, then reducem; by onelevel and assignv,,;, to the rest of the
priority traffic classes).

30 SOURCE MODELS
31 CBR Source Modd

The CBR voice source generates a sgnd that follows a pattern of talkspurt and silent gaps, and a speech activity
detector can be used to detect this pattern. Data transmission can thus be stopped during periods of voice inactivity
to reduce the traffic and increase the datisticd multiplexing. Therefore, a CBR voice source, can be described by an
ON/OFF model. An ON/OFF source dternates between two dtates the ON state where the source generates packets
a rae R and the OFF date where no packets are generated. ON and OFF date durations are modeled by
exponential  distributions with means t, and t, respectivdly. This modd is smilar to the “dow” speech activity
detector modd described in [15] and we have sdected the same parameter vaues for t, and §. A CBR voice source
is dso characterised by the encoder hit rate R, and the packetisation delay to assemble a packet payload T,. In our
case we have a payload of 48 bytes, we thus have T, = 384R,. The voice activity ratio of a voice source is defined
& t/(t,+t) and represents the average number of packet transmitted by the source per period T,. Our CBR voice
source model has a one packet buffer, i.e, when a new voice packet is generated, if the previous packet has not been
transmitted, the buffered packet is discarded. The maximum cdl transfer delay (MTD) is thus equa to the
pecketisstion dday T,. Findly, CBR voice request packets are assigned a high priority for the contention protocol.

Table 2 summarises the voice source parameters.

32 ABR SourceModd

ABR data sources are represented by a model where groups of packets arive in the buffer a a certain rate.  This
modd is in accordance with the AALS layer that is used for ABR and Unspecified Bit Rate (UBR) traffic. When
AALS5 receives a packet from an upper layer, it segments the packet in ATM cel of 48 bytes (or wirdess ATM cells
in our casx). It is thus reasonable to assume that these cdls arrive in the wirdess ATM MAC daa buffer at
approximately the same time since the packetisation rate will be much faster than the channel rate. ABR burst size
L (i.e, number of packets per burst) is geometricdly distributed with mean value E(L). The inter-arivd time
between two groups of packets (or the period between burst arivals) on a virtua connection (VC) is exponentialy
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digributed with mean t;. Bven if ABR daa are non-red time traffic, we aso assgn a maximum transfer delay to the
packets. This delay is chosen long enough such that it would not cause any loss under normal operation, but when
the load is too heavy, this adlows the old packets © be discarded. In fact, this is smilar to having a finite buffer
length. Finally, data request packets are assigned alow priority for the contention protocol.

Table 2: CBR voice source modd parameters

ty 1.00s

§ 1.35s
Activity ratio 0.426

R 32 Kbps
Ty 12ms
MTD 12ms
Priority high

33 VBR Source Modd

ON/OFF sources have been successfully used to charecterise VBR traffic [16, 17]. Teking the teleconferencing
type of traffic as an example, there are two typical kinds of scenes, the active one and the inactive one [18]. The
system can be designed such that when it is inactive, no packet is generated, which corresponds to the OFF period.
When the user is active, the number of packets generated in each frame is variable, which digtinguishes it from the
CBR source. This variable can be described by its probability distribution function, denoted as Q' = {d';, 9',...,0"},
where d'; is the probability of creating i packets in a frame. The maximum number of packets generated by a VBR
source in each frame is denoted as p'. It is assumed that there is at least one packet generated in each frame when
the user is active. The VBR user can be in the silence date (SS), the reservaion state (RS), or the contention state
(CS). Fig. 3 illustrates the transitions among SS, RS, and CS sates.  In this figure, ¢ is the probability that an ON
period of VBR source ends in a frame @on-oF); Q'a is the probability that an ON period of VBR source is generated
in a frame (or-on); and P'cr is the probability hat a VBR source obtains a reservation in the current frame. We
assume here that the probability that a VBR user returns to the silence state before it obtains a reservation is zero.
Then,

0'a= Qorron = 1 —exp( - T/t'y) (10)
ad

d's= donorr = 1 —exp( - T/ty) (1)

P'cr ds0 depends on the system parameters.  The length of the ON period is exponentidly distributed with average
duration t, and the length of the OFF period is exponentidly didributed with average duration t's The frame
duration is denoted as T. Note that a more sophisticated source model can be used to describe the VBR tréffic.
However, no mater what source modd is exploited, the mechanism of AR-TDMA protocol remains unchanged.
ON and OFF gate durations are modeled by expaentia distributions with means t', and t'y, respectively. The
mathematicadl model used in this paper cannot represent every type of VBR connections but is good enough to show
the protocol efficiency and propertties.  Findly, VBR request packets are assgned a medium priority for the
contention protocol.  Table 3 summarises the VBR source paameters and Table 4 illustrates the probability
digtribution of the packet generation rate of VBR source.

Fg. 3: VBR traffic modd
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Table 3: VBR source modd parameters

' 2.00s

t) 270s
Activity ratio 0.425
Averagecd| rate 384 Kbps
Pegk cdl rate 768 Kbps
MTD 50 ms
Priority Medium

Table 4: Probability distribution of the packet generation rate of aVBR source

| (packets/frame/user) 1 2 3 4

i 03 |05 |01 |01

40 BANDWIDTH ALLOCATION ALGORITHMS

The man objective of a WATM bandwidth alocation agorithm is to efficiently exploit satigtical multiplexing
while providing the negotiated QoS to each admitted connection in the network. As the intention of this paper is to
focus on the performance of the AR-TDMA MAC protocol in conjunction with the new access schemes, the
bandwidth alocation agorithms used in [20] were adopted with minor modifications. In this work, we only
condder the bandwidth dlocation for uplink transmissons since downlink transmissons can be scheduled in the
same manner as in a wired ATM switch. For our ARTDMA protocol, the base station scheduler decides, based on
its current knowledge of the buffer states in the mobile stations and the connection traffic parameters, how to assign
data dots to each connection and the number of dots to dlocate for the contral traffic. In this section, only the basic
principles of the alocation agorithms are presented.

41  Slot Allocation Algorithm for CBR Traffic

CBR Virtud Circuits (VCs) are assigned dots periodicaly according to their bit rate. A group of M 3 1 frames
(eg, M=6) may conditute a MAC superframe which is used to obtain a reasonable granularity for bit rate
assignments (eg., Nx32Kbps) [13]. The podtions of the asigned dots within a MAC superframe are maintained
rlatively gatic in order to facilitate operation of low complexity telephone terminds and aso reduce the control
sgnding load on the wirdess channd. In the case of CBR voice connections the dot dlocation dgorithm for CBR
voice traffic uses a Time-To-Expiry (TTE) goproach where the connection for which the CBR packet will expire
and be discarded first receive the dot dlocation. When a new CBR voice cdl is egtablished, the mobile sends a
request packet in the contention period usng the ether the AFPBA/ASA or FPBA/APCC protocol, with high
priority until success. This control packet contains the voice connection encoder bit rate from which the cdl inter-
ariva time can be computed in the base dtation. At the beginning of a new takspurt, the mobile dso sends a high
priority control packet in the contention period until success or the talkspurt ends. The control packet ontains the
time of arival of the last voice packet. A connection is consdered active when the base station receives a control
packet indicating the beginning of atalkspurt.

For each active connection, the base station records the time of the last voice packet arivd. The scheduler is thus
able to find the waiting time experienced by a packet and when it will be lost. It can dso predict the ariva time of
the next packet for each active voice connection. When the voice activity detector detects te end of a talkspurt it
will set a bit in the last talkspurt packet to indicate to the scheduler the beginning of a slent gap. The scheduler then
removes the connection from the active set after the reception of the last talkspurt packet. If this packet is lost, a
control packet is sent to the base station, either in contention or in the next dot alocated by the base dtation to this
CBR voice connection. For each active connection, the base station keeps the time of the last packet ariva if it has
not yet been transmitted or, otherwise, the time of the next arrivd. Active CBR voice connections are sorted in a list
in incressing order of TTE where TTE = MTD. The scheduler then dlocates dots to the connections that have
waiting packets in order o increesng TTE. The dlocation agorithm can be summarised as follows (in the
agorithm the TTE dways refersto the TTE of thefirst connection in thelist) [20]:
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while(L>0and TTEE MTD)
[* TTE £ MTD ensuresthat the packet has arrived in the mobile */
if (MTTE3 Q)
Allocate adot to thefirst connection in the list
L=L-1
if (Thispacket isthelast of atalkspurt)
Remove the connection from the active list
else
Enter this connection in the list with the TTE corresponding to the time of the next arrival
else
Packet loss
Enter this connection in thelist with the TTE corresponding to the time of the next arrival

42 Yot Allocation Algorithm for ABR Traffic

For the ABR traffic dot dlocation dgorithm, ABR VCs ae handled on a burst-by-burst basis with dynamic
reservation of ABR dots. The base dation keeps the buffer length status of active connections (an active data
connection is defined as a connection with a non-zero buffer length) and alocates dots to the connections usng a
combination of round-robin and fair bandwidth dlocation adgorithm. The fira ABR VC is picked in a random
fashion to prevent long bursts from overloading the channd and increasing ddays for the other VCs. ABR dots
assignment ae demandbased in contrast to the CBR dot assignment which is ether demand-based or periodic.
When a batch of packets arrives a a mobile during frame t, the mobile MAC controller sends a piggybacked request
or a control packet depending on the mobile's queue dtate at the beginning of frame t + 1. This gated mode of

operation is used because we assume that the wirdess packets are formed at the beginning of the frame and cannot

be modified just before transmisson to piggyback the new information. This is a redisic assumption since we do

not know the processing time that this modification will require and it is also aworst case assumption.

If the queue is empty at the beginning of frame t + 1, the mobile sends a low priority control request packet in the
following contertion periods using the either one of the contention protocols until success. Otherwise, the request
will be piggybacked to the next information packet transmitted to the base dation. The request contains the
information on the number of packets in the ew batch arrival. This alows the base dtation to keep the exact buffer
length of each active connection. Since dot dlocation is announced at the beginning of the frame, dlocation for this
new request can only sart during the next frame. Thus, for abach which arived in frame t and for which the
request has been successfully received in frame t + 1, the dot dlocaion for these packets can only begin in frame t +
2. There is thus a minimum waiting time of Z, where T is the frame length, for data packets transmisson. Basd
on the current buffer length status of al active connections, the base dtation scheduler dlocates the L available dots
to connections according to the far bandwidth dlocation dgorithm.  The dgorithm, adapted to the dotted
environment (i.e. we must assgn an integer number of dots ingead of a continuous bandwidth), can be described as
follows[20]:

if (Thesum of individua demands £ L)
Allocate requested demand to all connections
Update connections buffer length
else
while(L >0)
/* Cisthe number of ABR active connections */
Pick thefirst one of the C ABR VCsin arandom fashion
Let Far =[L/C]
if [Far=0Q]
Far=1
for (All active connections)
if[L=0]
Stop
i f [Connection buffer length £ Fair]
Allocate buffer length
Update buffer length
Remove connection from activesetand C=C +1

10
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When a mobile receives its dot dlocation, it can serve packets that are queued in its buffer in the order that it
prefers.  In this work, a FIFO queuing discipline for mobiles buffer has been implemented. Findly, a the
beginning of each frame, the base daion scheduler will update the buffer length status of connections for which it
has received a request in the last frame (either a control packet or a piggybacked request) and if the connection was
not in the active connection set it will be added to the list.

43 Yot Allocation Algorithm for VBR Traffic

The VBR source model generates packets using two rates, a maximum cdl rate and average cdl rae. Both ae
controlled by an interna trangition probability between the two states ON and OFF, the activity ratio of the VBR
source and the frame sze. Each VBR connection is characterised by its badc cdl rate, pesk cdl rae (PCR),
maximum cdl trander dday (MTD), ..., etc. Our dlocation agorithm assumes one VBR VC per MT and will
assign one data dot to cary one ATM cel per frame per MT, where the MT has to contend for the channel using
one of our contention dgorithms a the beginning of ON period for a dot. The MT will keep the dot for the
duration of the ON period. If there are extra packets generated during the frame per MT, the MT will have to
piggyback their requests with one of the data dots it uses on one of the active VCs. Extra packets that have piled up
a the MT buffer and reached its MTD will have to be dropped. Our alocation srategy provides both guaranteed
and best effort services for traffic parameters conforming and non-conforming cells, respectively.  Guaranteed
packets are sarved using a TTE agpproach while best effort cdls are scheduled according to the far bandwidth
dlocation adgorithm.  When a new VBR connection is established, the mobile sends a medium priority request
packet in the contention period using the AFPBA/ASA or the FPBA/APCC protocol. This packet contains the VBR
traffic parameters such as the source basic rate, the PCR, the MTD, ...etc. These parameters can be renegotiated
during the course of the connection. The request packet dso contains the initid cdl rate, the firgt cdl ariva time,
and the initid number of packets in the guaranteed buffer. The datus of the VBR connection buffer is predicted in
the base dation using information sent from the MT to the base station piggybacked on data packet or in control
packet transmitted in the uplink control period using either one of the contention protocols. Each ariving packet is
assigned a sequence number that is required for the data link layer protocol and it will dso be used by the MAC
protocol to reorder the packets. When the connections status information has been updated in the base dation, the
scheduler dlocates dots to the VBR connections according to their buffer status and QoS of each connection. The
dot dlocation dgorithm is divided into two parts guaranteed alocation and extra (best-effort) dlocation. Firgt, the
scheduler dlocates the avalable dots to the VBR connections that have waiting guaranteed packets using the Time
to-Expiry algorithm presented in Section 4.1. Then, if there are ill avalable dots, the scheduler dlocates the
remaining dots to the VBR connections with bes-effort packets in their virtua queue according to the fair
bandwidth dlocation agorithm described in Section 4.2.

The connection PCR is determired by the VBR source. If the VBR ariva flow conforms to the guaranteed traffic
parameter (that is the number of assgned data dots on the frame), the generated packets will receive a high QoS.
Otherwise, extra cdls will receive a low QoS. When a queued packet exceeds its MTD, it is removed from the
buffer.  We have assumed tha the guaranteed and best-effort queues have an infinite length. However, since
packets are discarded when they exceed their MTD, overflow will be avoided if the queues length are greater than
MTD x PCR.

A control packet is transmitted to the base station during a connection if either the connection wants to re-negotiate
its parameters, or the cel rate was equa to zero and packet arrival resumes or there is not enough space D include
piggybacked information. The rate of change of information piggybacked on data packets dlows the base dation to
know the source cdl arivd rate after the packet arivd in the mobile. The base sation can therefore predict when
the subsequent packet arrivals occurred and future arivas time.  Furthermore, the scheduler can determine if the
cdls are guaranteed or best-effort packets and how many data dots are needed. When the connections status
information has been updated in the base dtion, dots are alocated to VBR connections according to their buffer
gatus and connections QoS.  The dot dlocation agorithm is divided into two parts guaranteed alocation and best-
effort dlocation. For the guaranteed service, VBR connections with packets in the virtuad guaranteed queue are
sorted in a lis of increasing order of TTE where TTE = MTD — (Time — Arriva time of the first packet in the
guaranteed queue). Assume tha L dots are avalable for VBR transmissions and each VC is asigned one out of L
ABR dots. The scheduler then alocates dots to the connections that have waiting packets in order of incressng
TTE. Thedlocation dgorithm can be summarised as follows [20]:

11



Habaebi and Ali

While (L >0)
Allocate a dot to thefirst connection in the list
Remove the first packet in the guaranteed queue from the connection
L=L-1
Remove the connection from thelist
if (Thereisapacket in the guaranteed queue of the removed connection)
Enter this connectionin the list with thenew TTE

Then, if L > O, we dlocate dots to the VBR connections with best-effort virtud buffer length of al active VBR
connections (an active VBR connection for the best-effort dlocation agorithm is defined as a VBR connection with
best-effort packets in the buffer). Tre base dation scheduler alocates the L dots that are dill available to the
connections according to the round-robin/fair-bandwidth alocation dgorithm presented in Section 42,  When the
dlocation for guaranteed and bes-effort packets is over, the base dation announces the dot dlocation to MTs.
However, the base dation only indicates the VBR connections for which the dlocation is made and not if the
dlocated dots are for guaranteed or besteffort packets Each VBR connection uses its dlocated dots to serve first
all its queued guaranteed packets and then the best-effort packets.

44 Allocation Algorithm for Control Traffic

The number of dots dlocated to control traffic is computed using the estimate of the number of backlogged control
packets determined by one of the contention agorithms. Let CR be the number of control mini-cells per dot and
CSmax the maximum number of dots that can be dlocated for control purposes. The god of the dlocation
agorithm for control traffic is to estimae the minimum number of control dots, smaler than the maximum alowed
by CSmax, such that every control packet waiting for transmission will be sent during the next frame. This dlows a
dynamic adjustment of the number of control dots to obtain a compromise between a smal number of control dots
and alow transmission delay. The number of uplink control dots alocated is therefore determined as follows [20]:

Total = é f ﬁit
if=(Totd 3 1)

Request = min ([Totd/CR], CSmax)
else

Request=0

Furthermore, before dlocating dots for bes-effort traffic, if the time since the last alocated control dot exceeds a
parameter Tmax, then a control dot is dlocated for the next frame. This process ensures that a contention period
will be regularly available to allow potentidly time sendtive control packets to be transmitted. The parameter Tmax
is therefore set such that delayed control packets do not result in loss of time senditive packets. In our case, Tmax is
st smdler than the MTD of voice packets. After dot dlocations for user traffic have been done, dl unused dots are
allocated to the contention period for control packets.

45  Traffic Integration

We have described above how dot dlocations are independently managed for each type of traffic. However, since
the different WATM sarvices share the same resources, an effective interaction between the dlocation agorithms is
needed to maximise the utilisation efficiency of the shared resources. Fig. 4 shows the agorithm used to integrate
the different types of traffic for uplink transmissions using the AR-TDMA protocol. The available dots are
digributed first to CBR traffic, second to control treffic, then VBR traffic and findly to ABR treffic. If there are
any dots leftover, they will be assgned to control dots. This order of alocation is based on the different priorities
and QoS requirements of the ATM sarvices The dlocatiions for VBR traffic are made jointly by maintaining a
sngle lig of the active VBR comections with queued guaranteed packets in increasing order of TTE. Connections
are then dlocated dots in order of incressng TTE.  Similarly, the agorithm maintans a single list containing the
active ABR connections, and the fair bandwidth dlocation agorithm is executed with this lig with the first
connection picked up randomly in a round-robin fashion. For control dots, the number of backlogged control
packets a the beginning of the frame, and accordingly the number of required uplink contral slots, is computed
using the feedback from the previous frame's control dots. After the dlocaions for CBR, control, VBR and ABR
traffic have been made, the number of control dots avalable in the current frame is known and the transmisson
probabilities can then be computed. Findly, the dot dlocations and the contention parameters (number of control
dots and transmission probabilities) are announced in downlink control dots.

12
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50 PERFORMANCE EVALUATIONS

A C smulator has been written to evduae the performance of the proposed wirdess ATM MAC protocol. The
program was run on Microoft Visual C++ (MSVC++) complier Verson 6.0 and was linked with matlab Verson
52 to work in conjunction with the AFPBA/ASA and FPBA/APCC netlab smulators. As we focus on the
performance of the proposed adaptive contention agorithms on the MAC protocol, we have assumed a wirdess
channel that consists of Rayleigh fader, dow fader and distance path loss for the reservation section (MT-B control
region) of the protacol. For the rest of the frame, we have assumed a pefect radio channe without errors and
fading.

Allocateslotsfor CBR NRS Number of requested slots for control
treffic purpose
NAS=NS-NCBS NCS Number of alocated dlots for control
purpose
+ NS Number of slotsin frame
NAS: Number of available slots
Compute the number of backlogged NCBS: Number of slots allocated to CBR traffic
control packetsand NRS NVS Number of dots alocated to guaranteed
NCS=NRS and best-effort VBR traffic
NAS=NASNRS NDS: Number of slots alocated to ABR traffic
Tmax: Maximum time between control slots
+ R Number of control mini-sots per dot
K: Number of control mini-slotsin the frame
Allocate slots for
VBR traffic
NAS=NASNVS

v

Timesince
last control
dlot > Tmax

NCS=NCSs+1
NAS=NAS1

v

Allocate slots for
ABR tréffic
NAS=NASNDS

v

| NCS=NCS+NAS

v

Compute effectively
priority parameters, ki , vi,
and transmission
probabilitieswith
K=NCS* CR

1

Fig. 4: Traffic Integration Flow Chart [20]

The reason is that we do not include a Data Link Layer (DLC) retransmission agorithm for the corrupted packets
transmitted in the data dots. Therefore, a perfect eror-free channd is assumed there.  The smulations were run for
a minimum smulation time of 5000 seconds in order to assure accurate results. We have smulated the protocol
with the system parameters given in Table 1 where the parameters for this channel are given. For the AFPBA/ASA
and FPBA/APCC access protocols, the number of priority levels p is equad to 3. CBR control packets are asigned
priority 1(high), VBR control packets are assigned priority 2 (medium) and ABR control packets priority 3 (low).
The length of the window used for the moving time-average of the number of successful control packet
transmissions for each traffic class is s&t to 100 frames. For most of the smulations, CSmax has been set to 2 and
Tmax to 12 msec. We have assumed an infinite buffer model where cell losses are only dueto exceeding the MTD.

13
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We evaluate the efficiency of the protocol transmissons on both the uplink and downlink. We assume for Case One
that the number of dots consumed by the MT-B control region on the uplink is equd to the number of dots
consumed by the B-MT contral region. The throughput is defined as the ratio of the average number of dots used
for data packet transmissons per frame (excluding control packets) to the total number of dots avalable per frame.
The offered load and achieved throughput thus include cell headers but do not include control packets. Therefore,
control traffic contributes to a throughput reduction. We dso did not consider preamble traffic sent a the
connection admission, which will further reduce the achievable throughput. Furthermore, in the smulator we have
not consdered the exact position of dlocated dots indde a given frame. This just margindly affects the dday
experienced by a packet. In a rea implementation, dot postions will be chosen such tha packets that will exceed
ther MTD earliest will be dlocated the first dot in the frame. In the smulation mode, we have consdered that all
packet transmissons take place at the end of the frame. This decreases the smulaion time and bardy &ffects the
results.  Moreover, this gpproximation is reasonable since we do not know exactly the processing time and delay
tolerance values.

51  Performancewith Integrated Traffic

In this section, we present simulation results to show that the integrated dlocation agorithm respects the required
QoS of each traffic category while providing an efficient utilisation of the wirdess channdl. In order to completely
investigate the performance of the integrated scheduling agorithm and the impact of eech traffic and system
parameter on the traffic QoS and protocol efficiency, a huge number of sSmulations is necessary. A first set of
dmulaions have been run with 100 CBR connections, 100 ABR connections and VBR connections, dl
characterised with parameters in Table 5. The number of VBR connections is a varying parameter to illustrate the
performance of the integrated system. Fig. 5 presents the voice and VBR traffic cdl loss rates as a function of the
number of VBR connections. The firg thing that we can observe is that the integrated dlocation agorithm meets
the VBR and CBR QoS (i.e 1% cdl loss rate) for dl the traffic conditions. Even for a throughput of 99%, as
indicated in Fig. 6, the QoS of CBR and VBR traffic are maintained at the expense of ABR QoS. We note that the
cdl loss rate of VBR traffic is higher than for CBR traffic. This semmed from the fact that the VBR traffic receives
a medium priority (less than CBR traffic) servicee The CBR cdl loss rate plateau that we observed between 8 and 9
VBR connections might seem odd but similar results have been reported for Smilar traffic conditions[19.

Table5: CBR, VBR and ABR connection parameters

Channd Treffic No. of Average ON OFF
Speed Type Connections | Connection | Duration | Duration
Bit Rate
CBR 96 24 Kbps 1.00s 1.35s
8 Mbps VBR Vaicble 384 Kbps 2.00s 2.70s
ABR 100 19.2 Kbps E(L) = 10cdlg/burst
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Fig. 5. Cdl lossrate as afunction of the number of VBR connections for the integrated system
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Fig. 6: Throughput as afunction of the number of VBR connections for the integrated system

As explained before, the performance of CBR traffic is mainly determined by contention traffic which, in its turn, is
influenced by CBR contral traffic, ABR control traffic and the number of control dots available.  When the number
of VBR connections increases, the number of available control dots decreases, causng an increase in contention
traffic which explains the increasse of cdl loss rate before the plateau (see Fig. 5). Before the plateau, the CBR and
control traffic are almost constant (the number of CBR and ABR connections is condant), but when we resch 8
VBR connections, we see from the dday performance results in Fig. 7 the ABR dday incresses dramaicdly. At
this point, the ABR control traffic decreases because more requests are sent to the base dation piggybacked on ABR
packets. Therefore, two effects (i.e, the decreasing number of control dots and the decreasing data control traffic)
nullify each other which creastes the plateau. Then &fter, the decressing number of avalable control dots becomes
predominant which causes the increase in CBR cdl loss rae.  Fig. 7 shows that the VBR traffic delay approximaely
remains a its minimum vaue of 2 ms for dl throughput vaues. On the other hand, ABR traffic experiences a
minimum dday of 4 ms (s explaned in Section 4.2) while the throughput is below 80%. When the offered load
increases, the dlocation agorithm can maintain a reasonable ABR traffic delay below 100 ms, up to a throughput of
96%. For higher offered |oads, the ABR QoS rapidly decreases.
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Fig. 7: Delay as afunction of the number of VBR connections for the integrated system

In genera, the FPBA/APCC protocol gives better performance compared to the AFPBA/ASA protocol in the
integrated environment with different priority classes.

52  Performancewith CBR and ABR Traffic
In this section, we discuss the system performance when CBR voice and ABR data traffic are integrated together on

the wirdess ATM channd. We have firs evaluated the proposed systen with the 8 Mbps channd parameters
presented in Table 1. Table 6 gives the CBR voice paameters and the ABR source modd and contention agorithm
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parameters used in the smulaions. We have st an infinite limit on the maximum transfer delay for ABR packets.
For each sat of parameters, we have smulated the AR-TDMA with the AFPBA/ASA system and the FPBA/APCC
system where CBR and ABR control packets are assigned a high and low contention priority, repectively.

Teble 6: Parametersfor dataand voice integrated system simulations

Channel CBRVoice | CBRBiIt ABR E(L) CR | CSma
Speed Connections Rate Connections
8Mbps 80 24 Kbps 30 10 3 2

Therefore, we can evaluate the impact of the proposed contention protocols on the AR-TDMA WATM MAC
protocol. We have dso smulaed the ARTDMA MAC protocol with Case Two whereby the frame structure is
dmilar to the NEC's moded in [13] in order to investigate the impact of our proposed modds on the performance of
the NEC's modd. Our smulation examines how the presence of CBR VCs operating across the wirdess link
affects ABR throughput and cell dday and how that, in reference, affect the CBR voice loss rate.  The system was
initialised with one base station and 15 MTs. Each MT has its own ABR VC. One ABR VC was chosen per MT for
smplicity and to maximise frame overhead, while only 15 ABR VC pars were chosen to increase the smulation
gpeed. The mean ABR burst sSze was st a 10 cells The CBR voice VC pairs were added in patches of 16 users at
a time (8 wers for the uplink and 8 users for the downlink). This is equivalent to transmitting one ATM cdl (7
dots) per frame in each direction (one on the uplink and one on the downlink) and requires a modem preamble on
the uplink. The CBR VC pars were primaily chosen to examine the effects of reduced bandwidth availability on
ABRVCs. Each patch of 16 CBR VC pairsrequired 6.4% of the total bandwidth of the wirdesslink.

In Fig. 8, we examined the priority schemes againgt a non-priority system that considers no priority between CBR
and ABR traffic streams.  From the cdl loss results in Fig. 8, we observe that our priority schemes significantly
reduce the voice cdl loss rate, wheress it becomes too high without the priority protocols, and the FPBA/APCC
contention agorithm performs dightly better than the FPBA/ASA contention agorithm. It has to be noted that for
certain sat of parameters, the voice loss rate can be low with the non-priority system and therefore, the impact of the
AFPBA/ASA and FPBA/APCC protocols is less sgnificant since there is not much to improve.  Stll, the reaults
show that if the cdl loss rate would become high enough to degrade the CBR voice connections performance, the
AFPBA/ASA and the FPBA/APCC protocols keep it to an acceptable level where the cdl loss rate is not a limiting
factor of the ARTDMA MAC protocol. Furthermore, the voice packet loss rate performance improvement due to
the AFPBA/ASA or the FPBA/APCC protocols bardy affects the ABR cdl dday (Fig 9 and Fg. 10) and
throughput performance (Fig. 10 and Fig. 12).
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Fig. 8 Voicelossrae asafunction of theload (mean ABR cells/sec) with 80 CBR voice connections (R = 8 Mbps)

The bel shape of the voice cdl loss rate function can be explained by the effect of two different phenomena When
we increase the number of data connections, the traffic load and the number of control packets increase.  There s,
thus less control dots available to carry the higher control traffic.  The contention traffic thus incresses causing a
longer waiting time for control packets (for both ABR data and CBR voice connections) and therefore increasing the
CBR voice cdl loss rae However, while we increase the number of data connections, the data waiting time
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increeses. Thus, a larger number of ABR requests are piggybacked on data packets  The control traffic then
declines which explains the decrease in the CBR voice cdl loss rate after a certain point. From the throughput
results (Fig. 9, Fig. 10 and Fig. 11), we can see that the maximum sustainable throughput is quite high for the 8
Mbps AR-TDMA system utilisng the AFPBA/ASA and FPBA/APCC contention agorithms. In Fig. 11, a
comparison of the NEC's modd and our AR-TDMA with a fixed MT-B and B-M T ntrol regions was presented
and it would be seen that the throughput achieved is quite high as well. Depending on the Smulaion parameters in
Case One (Fig. 9 and Fig. 10) and Case Two (Fig. 11), the throughput varies between 96% and 98%. This means
that only 7 to 10 dots per frame are used for control purpose or unutilised. The proposed AR-TDMA wireless ATM
MAC protocol (utilisng either of the contention agorithms) can support a high offered load (near the maximum that
can be sarved by a pefect mutiplexer) while maintaining the voice quality and the data waiting time a acceptable
leves
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Fg. 10: Mean ABR VC Transmission/delay vs. Throughput for different numbers of CBR VCs. (FPBA/APCC
agorithm)

In Fig. 11, we compared the AR-TDMA MAC protocol results (with the FPBA/APCC contention agorithm) with
the performance of the NEC system presented in [13]. In the NEC MAC protocol, 12% of the dots are assigned for
the uplink control period and 8% of the dots are assigned for the downlink control period (the maximum achievable
throughput is thus limited to 80%). In our results, we have considered that the uplink and down link take the same
transmission bandwidth asin [13] respectively, and therefore, our maximum achievable throughput is 80%.

The AR-TDMA throughput is reduced from 98.5% to 97.5%, while for the NEC protocol the maximum achievable
throughput is 75%. The peformance of the dlocation agorithms for voice and daa traffic are smilar (i.e
achievable throughput versus maximum throughput), but the dynamic nature of the AR-TDMA uplink control
period as wel as the AFPBA/ASA and FPBAAPCC dgorithms dlow the AR-TDMA protocol to require less
uplink control dots and achieve amuch higher throughput than the NEC protocol.
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Fig. 11: Mean ABR VC Transmission Delay vs. Throughput for different numbers of CBR VCs. Comparison
between AR-TDMA (FPBA/APCC) protocol and NEC (Aloha) protocol

Finaly, we can highlight that our AR-TDMA MAC protocol with CBR voice and ABR data integration dgorithm is
quite efficient in keeping the CBR loss rae a low levels and maintaining near optimum throughput. We can dso
observe that the AR-TDMA protocol provides better QoS for voice connections compared to systems when priority
is not implemented. However, the priority schemes cause a service deterioration for ABR data traffic but due to the
use of piggybacked request transmission, the AR-TDMA protocol offers good QoS to ABR data while providing a
better QoS to voice trafficc.  The AR-TDMA protocol can teke advantage of the increasing datisticad multiplexing
gain to improve its performance and is not affected by the heavy contention traffic. Note that the CBR voice was
awaysbdow 1% lossin dl the smulation trias.

60 CONCLUSIONS

In this paper, we have presented a MAC protocol that efficiently integrates multiple B-ISDN traffic classes over a
wirdess ATM link. The motivation behind the development of this protocol was to obtain a high throughput
efficiency while respecting the QoS requirements of the ATM traffic classes. We have introduced the application of
the FPBA/ASA and FPBA/APCC protocols to manage the control dot access so as to improve the QoS of time-
sendtive connections.  Findly, an integrated resource dlocation agorithm that provides dot dlocation priorities to
the different services has been described.  We have presented smulation results that illustrate the performance of the
AR-TDMA protocol under a wide variety of traffic conditions. The results indicate that AR-TDMA can provide
throughput as high as 96% while limiting cell loss rates to less then 1% for both voice and VBR traffic, and data
dday to less than 100 ms. We have dso shown that the FPBP protocol can maintain the voice cel loss rate a under
1% regardiess of the data traffic loads, whereas the voice cdl loss rate would become unacaeptable without
contention access priority.
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