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ABSTRACT

A two-key access control scheme is proposed for implementing the
access control matrix. The proposed scheme is based on binary
form of access rights and time stamp concept. In this scheme each
user is assigned one key and each file is also assigned one key.
The key of a user or file can be used to derive the access rights to
the files depending on the value of time stamp number. The scheme
achieves full dynamism.  That means, it can eadly handle the
dynamic access control problem, such as changing access right,
adding a user or fileand deleting a user or file.

Keywords:  Access right, Dynamic access and Two-key

10 INTRODUCTION

Data protection is a very important issue in a computer system,
because of the increesng complexity of various sorts of
informetion, the large number of users, and the widdy used
communication networks. The access control system can be used
to prevent the information stored in a computer from being
destroyed, dtered, disclosed or copied by unauthorized users.

The access matrix is a conceptud modd [3, 7] that specifies the
rights that each user possesses for each file. Thereisarow in this
matrix for each user, and a column for each file. Each cdl of the
matrix specifies the access authorized for the user in the row to the
file in the column. The task of access contral is to ensure that
only those operations authorized by the access matrix actualy get
executed. An example of an access matrix is shown in Fig. 1.1.
We assume that dll access rights are expressed by numeras. Linear
hierarchy
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of access privileges may be applied here. Thatmeans, theright to
read implies the right to execute, the right to write implies the
rights to read and execute and o on. In the access matrix shown
below user U, can delete file F; and executefile F, and U; can read
fileFs.

Basad on the concept of acess control matrix, in 1991 Jan et al.
proposed two-key-lock access control system to achieve full
dynamism [6]. That meanswhen auser or fileis added to system,
condruction of one key-lock is sufficient. On the other hand
when a user or fileis deleted from the system, deletion of the key-
lock is enough for necessary update. After that Hwang et al.
proposed another twokey -lock system using time stamp concept
[9]. Janetal.sscheme suffers problem to maintain full dynamism
that is shown in Hwanget al.’s paper. In this paper we proposed
a twokey system based on binary access mode and time stamp.
The proposed schemeis Smple and achieves full dynamismin the
sense that performing one addition, deletion or updating needs
only modify one key. $nce we have got time stamping concept
from Hwang et al.” paper, we review their method in the next
section.

20 ACCESS CONTROL SCHEME BASED ON
CHINESE REMAINDER THEOREM AND TIME

STAMP CONCEPT

In this section we briefly review Hwang et al’s two-key-lack
access control scheme based on Chinese remainder theorem [9].
The scheme consigts of two tables, one user key-lock table and
one file key-lock table. The user (file) key-lock table has three
columns: key vaue column, lock value column and time stamp
column. When a user is added to the system, the system assigns

the distinct time
Files F F Fs F4
Users 0: No access
Uz 4 4 0 1 1. Execute
Uz 2 1 3 0 2 Read
Us 1 1 2 1 3. Write
Us 2 1 0 4 4. Delete

Fig. 1.1: An access control matrix
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stamp number to the user and sdlect aprime number aslock of the
user. The key value of the user U; (ith user) is computed as
follows:

n
o

Ki = ‘all’ij Gjbjmod P 21
i=

o
Where, P= _C)l Pj (product of dl filelock values),
i=

Gj = P/ R and nis the tota number of filesin the
system.

That means, therewill be nsuch G's. Here b satisfiesGjlp mod Py
= 1 So, bj=[inv(G;, B)] mod B. To find out inv(Q, B) the
extended Eudlid's dgorithm is required [1, 2]. Access right is
computed as

ri=K mod P (22

When a file is added to the system its key vaue is smilarly
computed using user lock vaues. Let us see the congtruction
process of the user and file key-lock tables. For thiswe consider
the access matrix of Fig. 1.1. Suppose users and files are added to
the system in the sequence U1, F1, Fo, Uz, F3, Us, Fa. Let TUjis
the time stamp of user Ui and TF;is the time stamp of file K. In
Table 21 K; is the key, and L is the lock of the user U
respectively. In Table 2.2 Q isthe key and P isthelock of fileF;
respectively. The lock values are rdatively pairwise prime
numbers.

Table2.1: The user key -lock table

User Ki L TY;
U Null 5 0
U 7 6 3
Us 1 7 4
Ua 7 11 6

Table2.2: Thefilekey-lock table

File Q; R TR
Fy 4 5 1
F2 4 6 2
F3 135 7 5
Fa 246 11 7

22 Checking Access Right

To check the access right of user U; tofile F, first the time stamp
vaues TU; and TF, of the user and thefileis compared. If thetime
stamp value of the user is smaller than that of the file, i.e user U;
is added to the system before file F;, the system uses the lock of
the user and the key of thefileto verify the access right of the user
to thefile. If the time stamp value of the user is grester than that
of the file, i.e user U; is added to the system after file F, the

system uses the key of the user and the lock of the file to verify
the accessright of the user to thefile.

Example 2.1 Verificaion of accessright
If Uz wants to execute the file F,, the system fetches the time
stamp TUz and TF, from the user and file key -lock tables, since
TU;= 4<TF,=7

I34= Q4m0dL3 =246 mod7=1

Sncery = lisequa to the requested access right 1 (execute), the
access request is accepted. On the other hand if U, wishes to
writein fileFy, the syssem compare TU, and TF, since TU, = 6>
TR =10r4= K4|TDdP1: 7mod5=2

Snce ry = 2is smdler than the requested access right 3 (write),
the access request is denied.

In this scheme the key construction processis time consumi ng due
to G and b. Since when the system contains large number of files
and usas, the computetions of the above terms are time
consuming. We can see the result of time consummation of such
computationsin [12]. The size of K;isproportional to n (number
of files in the system) and Q is proportional to m (number of

users in the system). That means, the K; and Q are very large
numbers. On the other hand B and L; are relatively small numbers
with respect to K and Q. Hence verification of access right will

be not fast enough, when the sysem contains large number of

users and files. SinceK; and Q are very large numbers, the system
suffers overflow problem. Using the concept of time stlamping we
proposed a simple two-key access control scheme based on the
binary coding of the access modes (rights). The key construction
process of the scheme is smple and verification of accessright is
easy. On the other hand the system achieves full dynamism. We
introduce the proposed schemein the next section

30 TWO-KEY METHOD BASED ON BINARY ACCESS
MODE

In this section we will describe the proposed method with respect
to the key congtruction process, checking accessright and dynamic
access control, such as changing access right, adding a user or file
and deeting auser or file

31 BascConcept

Let each accessrightr;; in access matrix be represented in its binary
form riy =(r§rf t...rk) where, c= 1+ 809 ()0 and ey is
the maximum of access rights (e = 4 according to Fig. 1.1).
Suppose there are musers and n filesin the system. The system
consists of two tables, user key table and onefile key table. The
user key table contains two columns: key vaue column and time
stamp column.  Similarly the file key table has two columns: key
vaue column (key of the file) and time stamp column. The key
vaue of a user is computed from access rights of the user to the
files and the key value of afile is computed from the access rights



of the users to the file (the file for which the key vdueis
computed). Suppose K; denotes the key of user U; and thekey is

represented as K =( ?,Kic'l,---,Kil), ie, ech key is

broken into c dements. When user U; is added to the system each
element of the key K iscomputed asfollows:

n .
K#= érﬁ_zl forz=1,2,...c. (Y
j=1

where r§ denotesthezth bit of rjand r§ T {0, 1.

Suppose ¢ = 3 then we can compute the elements of the key K;
(the key of the user U;) as follows:

n

Kt= art.2!
j=1
n .
K#= jz‘g\ln% 2! (32
n .
Ki= ari.2!

[y

where, i} denotes first bit of the access rightr;;.

Smilarly when a file is added to the system, we compute an
dement Q;, the key of thefile K asfollows:

Q= _élnf.zi for z=1,2,...c. (33)

32  Congruction Processof the Key Tables

Let us congder the following access control matrix of Fg. 3.1.

Files F1 F2 F3 Fa
Users
UL 1 2 0 4
U, 2 3 3 1
Uz 0 4 1 3
Fig. 3.1: An accesscontrol matrix
Files F1 F2 Fs Fa
Users
UL 001 010 000 100
U, 010 011 011 001
Uz 000 100 001 011

Fig. 3.2: A binary access control matrix

A Two-Key Access Control Scheme Based on Binary Access Mode

By conddering the above access control matrix and using binary
form of the access rights, we get a binary access control matrix as
shown in Fig. 3.2. Let users and files be added to the system in
the sequence Uy, Fy, Fy, Us, Us, F3, F4. Suppose TU; isthe time
stamp of user U; and TR is the time stamp of file K. Using
corresponding access rights depicted in Fig. 3.2 we can compute
the keys of the users (files) and their time stamps asfollows:

1 2 3 3 2 1
TU =0 K, =0,K, =0,K=0; K=(K,K,K)=(,
0,0).

1 1 2 3 3 2 1
Th=1Q,=2=2Q,=0Q,=0 Q=(Q,Q,Q)=
0,0, 2.

1 2 1 3 3 2 1
T»=20Q,=0Q,=2=20Q,=0Q,=(Q, Q, Q)=
G, 2,0).

1 2 2 12 3 3
TU;=3K,=2=4, K, =2 +2 =6, K,=0,K,= (K,

2 1
K, K)=1(064).

1 2 3 2 3 2 1
TUs= 4K,=0, K, =0, K,=2'=4; K;= (K, K_,K)=
(4,0,0).

1 2 3 2 2 3 3
TR=5Q,=2+2 =12, Q, =2 =4, Q,=0,Q,=(Q,,

2 1
Q,Q)=(0412).

1 2 3 2 3 3 1

TR, = 6;Q4:2 +2 =12, Q4 =2 =8, Q4:2 :2;Q4
3 2 1
=Q,Q, Q)= (2812

Table 3.1: The user key table

User Ki TY,
U (6,0,0) 0
Uz 0,6, 4) 3
Uz (4,0,0) 4

Table3.2: Thefilekey table

Fi 0,0,2 1
F2 0,2,0) 2
Fs (0,4,12) 5
Fs4 (2,812 6
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33 Checking Access Right

To check the access right of user U to file F;, wefirst compare the
time stamp values TU; and TF of the user and thefile. If thetime
stamp value of the user is larger than that of the file, i.e userUjis
added to the system after file F;, we use the key of the user to
verify the access right of the user to the file. If the time stamp
vaue of the user is smaller than thet of thefile, i.e user U;isadded
to the system before file F;, we use the key of thefile to verify the
access right of the user to the file. The algorithm 3.1 for checking
access right of auser to afileis given below:

Algorithm 3.1: Checking accessright

Steps:
1. Input U;, Fj and &; (the request access mode);
2. If TU;> THthen
Begin
For1£z£cdo
eK’U
Compute rf =g_H mod 2;
End;
Else
Begn
For1£ z£ cdo
&'
Compute r§ = 8?8 mod 2:
End;
3. If aj £ rjjthen

Accessis dlowed;
Else accessis denied.

Example 3.1 Verificaion of accessright

Suppose user U, wantsto writein file Fs. That means, agz = 2
The system fetches time stamps TU, and TR from the user and
filekey tables. SinceTU, = 3< TFs=5, soweuse

eqiu

r5s =g—pmod 2 for z = 1,2, 3(since ¢ = 3.
&2 4

Hence,
él2q e84

r3 = mod 2= 1; r% =54 mod 2= 1;
&2 g2t

r3 —0§

ras= (rgarﬁar%3)=(011)=3is grester than the requested
access right 2 (write), the accessisdlowed. However, if U, wants

to ddete file F;, the access will be denied. Because in that case a3
=4 andwefoundry,z= 3< 4

Suppose user U; wishes to delete file F,. That means, az = 4.
The system fetches time stamps TU; and TF, from user and file
key tables. SinceTUs= 4> Tk, = 2, weuse

36

Y mod 2 for z=1,2, 3(sncec = 3. Hence,

2‘H

1 -2
23

rzs —

= =0; r§3—~—'m0d2 1

&

rs2= (r%z r§2r§2) :(100): 4 isequa to the requested access
right 4 (delete), the accessis dlowed.

34  Changing Access Right

Let us ocondder access

—_ -1
o, =(p;
the time stamps TU; and TH of the user and thefile. If TU;> TH,

we recompute the user key Ki. Otherwise we recompute the file
key Q;. By executing algorithm 3.2, we can update the key.

rignt to

. pﬁ) . To update the key we first compare

is  changed

Algorithm 3.2: Changing access right

Steps:
1. Input rijand pi;
2. If TUi> TH then
Begin
For1£zE£cdo
Begin

st ti=p; and t2 =rf ;
computet=t; - t;
If (t* O) then
K =Kl +t.2/;
Else
K" =K/;
End_for;
Else
Begn
For 1£ z£ cdo
Begin
st tp = p” and t2 =
computet = t; - to;
If (t1 O) then
Q =Qi+t.2;
Else
Qf =Ki;
End for;
End;

rfs

Step 4: Output K¢ or Q6.

Example 3.2 Changing access right

Suppose the access right r = 010 (See binary access control

matrix in Fig. 3.2) is changed to 1 = 011. SinceTU>=3> Tk, =
2, 0 we update Ko. Here K2 = (0, 6, 4). By e<ecut|ng algorlthm
32, WegetK&z— K2+ 2=4+2=6, K=K’ 1= 6, Kb = K>
=0,K$ = (0, 6, 6). Let rsy = 011 will be changed to sy = 100.
Snce TU; = 4< TR, = 6, we update Q;. Here Q= (2, 8,12). So,



1 1 3 3
by executing algorithm 3.2, we get Q¢ 4= Q4-2 =12-2 =4
. 2 2 3 3 3
(Sncet=-1), 5= Q4 -2=8-820,Q,=Qs+2=2+8
= 10. So, Q% = (10, 0, 4).

If we wish to verify any access right with changing vaues of the
keys, the result will be correct.

35 AddingaUse or File

When a user is added to the system, we assign the value of the
current time stamp as the time stamp of the user. Then we
compute the key value of the user by equdion (3.2). Toadd a
new file to the system we assign the current time stamp of thefile
and compute the key value of thefile by equation (3.3).

36  DdetingaUser or File

The deleting process is very smple. When a user (file) is being
deleted from the system, we delete the key vaue and the time
stamp for the user (file) from the user (file) key table.

40  DISCUSSIONS

The key congtruction process of the proposed scheme is smple,
snce the key isasum of some termsthat arein the form of power
of 2. Here we need to consder only the non-zero hits of access
right (i.e, for rjj = 1). Aswe know the access marix is usually a

sparse [3, 7, 11] and we do not need to consider the zero access
rights as well as zero bits of non-zero access rights, the key
congtruction processis obvioudy smple. Theuser (file) key table
contains only key value and time stamp value. That meanswe use
smple user (file) key table. To find out each bit of an access right
the system requires 2 divisons. So, to find ¢ bits of the access
rightsit requires 2cdivisonsand cis usudly avery smal number,
suchasc= 3 orc=4 Changing of accessright isalso easy. New
user (file) can be easily added to the system by constructing the
corresponding key value. Deletion of a user (file) is very smple.
The gtorage required to implement the proposed scheme is O(c(m
+ n)) = O(m+ n), that is one key for one user and one key for one
file. If we consder ¢ = 4 we can accommodate 24- 1= 15 access
modes (execute, read and so on) and that will be enough for
practical use.

Aswe know each key of a user consists of ¢ elements. If wetake
one integer for one element, the key can be defined as a structured
(record) of c integers. However, one integer may not be enough for
storing one element of the key. For ingtance, if we condder a 32

bit computer, the largest integer alowed by such acomputer is 232.
Since each dement isasum of severd termsthat are in the form of
power of 2, there may be an overflow to hold one eement using
oneinteger. In such a case we must take severa integers for each
dement. So, we require an array of integers for holding one
dement. Thuseach dement of akey isan array of severd integers
and each key isa struct ure of suchc arrays.

A Two-Key Access Control Scheme Based on Binary Access Mode

50 CONCLUSON

In this paper we proposed a very simple and efficient two-key
access control scheme based on binary access modes and time
stamp concept.  For the proposed method we devised agorithms
for verifying and changing accessrights. The scheme achieves full
dynamism. That is, changing the access right, insertion as well as
deletion of any user (file) can be successfully implemented by
performing operations on one key. The required storage for
implementation of the scheme is not very large. The proposed
method gives the flexibility of using access modes and the
overflow problem can be easily handled. Furthemore, the
proposed method is very suitable for implementing sparse access
control metrix.
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