
89 

A NEW APPROACH FOR SPEECH EMOTION RECOGNITION USING SINGLE 

LAYERED CONVOLUTIONAL NEURAL NETWORK 

 

Mannar Mannan. J1, V Vinoth Kumar2, Shivakumara Palaiahnakote3*, Surbhi Bhatia Khan3,4, and 

Ahlam Almusharraf5 

 

1 Department of Information Science and Engineering, CMR Institute of Technology, Bengaluru, 

India  
2School of Computer Science Engineering & Information Systems (SCORE), Vellore Institute of 

Technology, India  
3School of Science, Engineering and Environment, University of Salford, United Kingdom  

4Department of Electrical and Computer Engineering, Lebanese American University, Byblos, 

Lebanon 
5Department of Business Administration, College of Business and Administration, Princess Nourah 

bint Abdulrahman University, P.O. Box 84428, Riyadh 11671, Saudi Arabia  

 

man.endeavour6381@gmail.com, vinothkumar.v@vit.ac.in, s.palaiahnakote@salford.ac.uk, 

s.khan138@salford.ac.uk, Aialmusharraf@pnu.edu.sa 

 

*Corresponding Author: Shivakumara Palaiahnakote 

 

ABSTRACT  

Creating a computational device to identify human emotions via voice analysis represents a notable 

achievement in the sector of human-computer interaction, especially within the healthcare domain. We 

propose a new light-weight model for addressing challenges of emotions recognition. The model works 

based on CNN with change of kernel processing. The proposed model performs a direct matching to 

recognize speech emotions of different eight categories using a statistical model named Analysis of 

Variance (ANOVA) as kernel for features extraction and Cosine Similarity Measurement (CSM) as 

activation function for CNN model. This proposed model contains eight-folded single-layered 

intermediate neurons, and each neuron can segregate speech emotion pattern using CSM from the voice 

convergence matrix to explore a part of the solution from the whole solution. Experiment results 

demonstrates that the proposed model outperforms compared with multiple layered existing CNN 

methods in identifying the emotional state of a speaker. 

Keywords: Analysis of variance; Speech emotion recognition; Deep learning; CNN; Cosine-

similarity measurement. 

 

1.0 INTRODUCTION  

Speech Emotion Recognition (SER) is a crucial task in medical field, child health and customer 

satisfaction analysis in business. The outcome of the last three decades of research and many successful 

voices have been processed, even though the performance of the Speech Emotion Recognition (SER) 

system could not be equalized to human performance. Dozens of algorithms had come up with different 

parameters for SER, however speech emotion recognition still not yet reached the high end.  SER is a 

challenging issue since the machine can fine-tune its performance by learning itself from the history to 

recognize emotion states of a speaker either on live or recorded audio stream, and it is an alternative to 

face emotion recognition system for recognizing state of an individual. Unlike human learning, machine 
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learning models need a vast input data to provide more accurate results from the experience. ML model 

for detecting voice discrimination to classify manifold features requires huge data processing which is 

unrealistic in SER. A new SER model is required for SER to replace the large data processing and time-

consuming ML based SER model.  

SER can be used to identify the mental state of a child or old-age people to understand their mental state 

or diagnosis mental illnesses. The advent of the Fourier transform [28] and the inception of deep 

learning in computer science have catalyzed the advancement of Speech Emotion Recognition (SER). 

This involves training on a "belief network" with multiple hidden layers to enhance performance. 

Among the spectrum of speech emotions, excitement levels in individuals can be discerned from their 

voice, correlating with arousal and valence in music data. Diverse selections of popular songs and music 

albums from various countries have been uniformly analyzed using regression theory [1] for 

recognizing emotional cues in music, employing a sampling rate of 22050Hz and 16 bits. Data 

dimension reduction and non-negative factorization [2] has been used for SER. Alternatively, Gaussian 

mixture model [26,27] for Speech Recognition (SR) is replaced by deep belief network [3], which uses 

pre-trained multiple layers of spectral feature vectors for better performance. An alternative to the pitch, 

duration, and frequency, the coefficient for speech recognition [35], the autoregressive model has been 

proposed [4] for better SER, which includes reflection coefficient along with linear prediction 

coefficient. Common feature extraction techniques for speech include Mel-frequency cepstral 

coefficients (MFCCs), filter banks, pitch, and energy. These features capture the spectral and temporal 

characteristics of speech signals and can be used as input to the CNN.  

Figure 1 demonstrates all 8 types of emotions spectrogram as well as their waveform. 

  

  

  

  

  



91 

  

  

  
Figure 1: Spectrogram and Waveform of Emotions 

Apart from all implementations for SER, design a realistic SER model is not yet attained due to huge 

amount of data and large computing requirements. To enhance the performance of the SER system to 

achieve SER, a direct method for recognizing speech emotions is required within the machine learning 

model. Modifying the functional model of CNN to compute the pattern of the different emotions directly 

that are already stored on the eight different low dimension matrix (LDM). The objective of the 

proposed research is to change the kernel function to recognize a speech emotion of a speaker.  Here, 

we extracted eight different patterns of emotions irrespective of gender using ANOVA, and CSM 

technique is used as activation function for CNN to reduce the number of processing step for speedy 

response without compromise the performance.  

The paper's structure is outlined as follows: Section 2 provides a comprehensive review of previous 

studies, serving as the Literature Review. Section 3 delves into the Proposed work. The findings and 

analysis are detailed in Section 4, and the concluding remarks are presented in the final Section 5. 

2.0 LITERATURE REVIEW 

The predecessor of SER is a sound, and sound analysis begins from environmental sound recognition 

by obtaining audio time-frequency features [7], and progressed towards voice segregation and 

classification [23], voice activity detection [24], speech diarization and now reached into SER using 

deep learning. Various automatic diarization methods [22] have been analyzed using clustering, 

classifying, and other mathematical models on voice data to recognize and convert into text form. ML 

algorithms can be used for classification, regression or clustering based on the identical characters of 

parameters of any data model. DL plays a major role in feature extraction from the voice data for human-

computer interaction to recognize the psychological state of a speaker. Speech into text conversion and 

speech recognition are basic platform for SER. The performance of any speech recognition system is 

associated with phonetics of the corresponding language [32]. Japanese speech recognition has been 

evaluated [16] using an acoustic model. Computing machines can speak like as human from the text 

[12], vocabulary-speech recognition [5], voice activity detection using deep belief network for SER 

using multiple nonlinear hidden layers [6], SER using RNN [8], and the comprehensive review for SER 

using deep learning [9], speech motion recognition for human-machine(robot) interaction [29] are 

notable achievements in speech processing; since speaking while crying is untouched.  
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2.1 ML for SER  

To enhance the performance of Speech Emotion Recognition (SER), a hybrid model [10] has been 

introduced, amalgamating the strengths of various models to achieve superior results. This model 

incorporates deep neural network (DNN), convolutional neural network (CNN), and recurrent neural 

network (RNN) to determine the optimal combination for SER. Integrating different methodologies for 

SER enables the aggregation of diverse features, thereby enhancing performance compared to 

individual SER methods with varying parameters. By aggregating DNN, CNN, and RNN, the model 

aims to identify four emotions: anger, happiness, neutrality, and sadness [25]. A unified framework is 

proposed to leverage the interdependent features of DNN, CNN, and RNN, resulting in generalized 

features for SER. The model has attained a weighted accuracy of 57.1% and an unweighted accuracy 

of 58.3% over the IEMOCAP dataset [10].The empirical ML models for speech recognition are using 

CNN [25], multichannel hidden CNN-BLSTM for speech emotion recognition [34], Markov and 

Bayesian learning [17], which leads us to move towards SER. The contemporary part of speech 

recognition for speaker verification using cosine kernel estimation and cosine similarity [18], have 

achieved the best result on Linear Discriminant Analysis (LDA). It is an SVM based channel estimation 

technique with Join Factor Analysis (JFA). Speaker recognition under noisy conditions using pipelined 

manners [19], is subject to computer vision techniques using CNN for confirming the speaker using 

facial recognition on the videos. Speech Emotion Recognition (SER) is approached from various 

perspectives, incorporating techniques such as gated recurrent unit (GRU) and multi-head attention [37-39]. 

These methods have been applied to the IEMOCAP and Emo-DB corpora, resulting in improved 

performance. Furthermore, they have demonstrated enhanced efficacy on CH-SIMS and MOSI datasets. 

Speech recognition can be sped up by accent recognition. CNN has been used on five different language 

data sets such as Spanish, Mandarin, French, English, and Arabic to train CNN. The complete review of 

various SER and performance over the different data set is presented [40]. The performance of the SER using 

different ML is tabulated [41].   

2.2 MFCC for SER 

Numerous algorithms are available for Speech Emotion Recognition (SER), each with distinct 

parameters and features. For instance, the RNN classifier utilizing Mel frequency cepstral coefficients 

(MFCC) and modulation spectral features (MSFs) has shown superior performance on Berlin and 

Spanish datasets compared to Multivariate Linear Regression (MLR) and Support Vector Machine 

(SVM) [11]. The vast temporal voice data in digital form are represented in matrix takes more time to 

process SER. To reduce computing time of SER, Non-negative Matrix Factorization (NMF) can be 

used for matrix decomposition [30]. To improve performance, supervised model of NMF with join 

discrimination ability and similarity measurement has been introduced [13]. Learning local invariant 

features in (LIF) the two stage CNN model [14], uses unlabeled samples, and LIF is used as input to 

learn discriminative features through feature extractor. Generally, machine learning performance will 

increase when the data set grows and takes more time to process since there is more data. Instead of 

training individual speaker models, a public trained data set can be synchronized with an independent 

model to enhance the source speaker to sound like that of the target to ensure linguistic meaning [15]. 

Mel-Frequency Cepstral Coefficient (MFCC) is the best method to classify accents compared to 

Spectrogram, Chromogram and all the other methods [20]. The design and implementation of a deep 

learning model for extracting emotional patterns from speech data play a crucial role in feature 

extraction [31]. The IEMOCAP dataset [33] is utilized in Speech Emotion Recognition (SER), 

encompassing emotions such as anger, happiness, sadness, neutrality, frustration, excitement, fear, 

surprise, disgust, and others. In the IEMOCAP dataset, these emotions are typically classified into five 

major categories, comprising 1103 samples for anger, 1636 samples for happiness, and so forth. Mannan 

et al. [44] proposed a model for human emotions recognition based on convolutional neural network 

and Mel frequency cepstral coefficients. This approach uses CNN for capturing facial expression and 

MFCC us used to extract features using voice signals. Finally, the work fuses the facial expression 

features and audio features for emotions recognition. However, the performance of the method depends 
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on two modalities. The gap between two different modalities sometime leads to poor performance 

compared to single modality as proposed work.  

2.3 Other Models for SER 

 

Clustering method for speech recognition [21] involved three steps such as 1) iteration for unknown 

word learning, 2) multi-probability normalization, and 3) filtering. To classify the emotion state of the 

speaker, the pattern of various emotions state found in the data should be identified and kept in LDM 

as trained model. An approach is suggested that involves multi-level acoustic feature cross-fusion, with the 

objective of addressing the absence of information across different features by compensating for missing 

data. Alternatively, SER attempted using a graph-based approach. A mode speech data is analysed for SER 

[42]. Different SER with ML model is completely analysed from the different parameters [43]. 

In summary, knowledge revealed from the review of literature for SER models are broadly classified 

into two categories, such as SER with Neural Network (DNN, CNN, RNN and hybrid model), and 

MFCC, LDA, and cosine kernel estimation models. These two branches of SER included a pros and 

cons over the accuracy on various dataset taken for experiment. A common milestone yet to be achieved 

is SER. Large data processing and multiple layers on neural network-based models is not provided an 

optimal solution to SER. On the other side, computing model of MFC and LDA is not given accuracy 

of detecting corresponding emotion state of a speaker. To address these drawbacks, a new sophisticated 

direct SER model is needed to fine-tune the performance of the SER system to implement for SER. The 

proposed model fusions ML model for fine-tune each emotion pattern and utilizing CSM for recognize 

SER. This proposed model can be used in SER because of its reduced computing steps hens proved 

with multiple test cases.  

3.0 PROPOSED METHODOLOGY 

The objective of the proposed model is to fill up the gap in ML models for recognizing SER by 

developing a knowledge base to distinguish the discriminative and similarity information to SER system 

for detecting emotion patten of the speaker. This model synthesized a common difference between the 

normal voice and emotion voice by extracting the pattern using ANOVA as filter/kernel for CNN, and 

stored the features into the eight different LDM after maximum pooling. The entire architecture of the 

proposed Speech Emotion Recognition (SER) system is illustrated in Figure 3. The preliminary process 

of this model is to divides the audio data into smaller chunks of 128-bit equal sized blocks. Each block 

examines with different trained data set stored in the eight-folded LDM. The trained emotion patterns 

are stored in eight contagious blocks, and each emotion pattern kept on the different block.  

Initially, analog voice data converted into digital form using sampling process shown in Fig. 2.  To 

extract emotions pattern, two sets of analog voice data, such that normal speech data and various 

emotions voice data have taken. Both data sets are converted into digital form at 44.1 kHz or 44,100 

samples per second and stored in two different low dimensional matrixes.  

 

Fig. 2. Audio into digital conversion 
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3.1.  Realtime emotion detection 

The speech data is divided into continuous equal sized blocks. We have generated the trained set based 

on emotions and identified the pattern where the region of different emotions scattered on the vector 

space of speech data. Consider the three different patterns for low is P1, medium is P2, and high is P3. 

The voice of the speaker has classified into any one of the three-classification based on modulation 

calculated in Hz. The overall structure of the proposed model is portrayed in Figure 3. 

 

Fig. 3. Proposed SER System Architecture 

Realtime speech data is divided into equal sized chunks referred as speech data blocks and any given 

speech dataset block ‘ss[n]’, can include the neutral region sp[n] and along with emotion region for 

depiction s[n] on the LDM.   

ss[n] = sp[n] + s[n]                                                                 (1) 

Supering neutral region ‘sp[n]’ and extracting emotion region ‘s[n]’ from the LDM of speech dataset 

is accomplished using ANOVA. We have synthesized a common difference between normal voice 

pattern with emotional voice pattern. This proposed model retrieves the discriminative and similarity 

features from the samples of LDM of neutral and emotional speech datasets.  The mean difference 

between these two LDMs is computed using ANOVA and the variance of result has been stored in 

another LDM which is treated as trained data set to recognize emotion state of a speaker, and it is a 

threshold values for recognizing emotion patterns on the speech data. Similarly, eight different emotion 

patterns and the corresponding regions on the LDM are retrieved and stored on eight different LDM.  

Each LDM is a knowledge base for the labelled emotion.  

𝑆𝑝𝑒𝑒𝑐ℎ 𝐸𝑚𝑜𝑡𝑖𝑜𝑛 𝑆𝑡𝑎𝑡𝑒 𝑅𝑒𝑔𝑖𝑜𝑛 (𝑆𝐸𝑆𝑅) = 𝑠𝑠[𝑛] ∗ 𝑠𝑠′[𝑚]                                            (2) 

Where ss[n] – is the ‘n’ number of neutral speech vector stored in ss[LDM] and ss’ – is the ‘m’ labelled 

speech emotion vector stored in ss’[LDM]. 

 

                

 

 

Fig. 4. Extracting sobbing pattern and stored in LDM 

The mean value of the overall the vector samples can be calculated using the equation 3.  

Normal Voice Data 

Discrimination 

Data 

Emotional Voice Data 

ANOVA 
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 𝑀 =  
[ ∑ ∑  𝑚

𝑗=1
𝑛
𝑖=1 ] 2

𝑁𝑡𝑜𝑡𝑎𝑙
𝑌𝑖𝑗                                                                                      (3) 

Figure 3 shows the trained data set extraction. Numerically, one way ANOVA is a generalization of the 

two-sample ‘t’ test. In this model, ‘F’ statistics used to compare the variability between the two groups 

of LDM to identify the variability within the groups.  

Degree of freedom df = n – K and mean squares between (𝑀𝑆𝐵) =  
𝑆𝑆𝐵

𝑑𝑓𝑏
                                       (4)  

The ANOVA ‘F’ can be calculated using the equation 5 given below 

𝐹 =
𝑀𝑆𝑇

𝑀𝑆𝐸
                                                                                                           (5) 

The sum of squares between (SSB) the vectors can be calculated using the equation 6. 

𝑆𝑆𝐵 =  ∑(�̅�𝑗 − �̿�𝑗 )2

𝑘

𝑗=1

                                                                            (6) 

�̅� – is a mean of individual LDM and �̿� overall mean among LDM. The SSB along with SSW used to 

measure the significant difference among the mean values of several LDM of speech data.  

The Mean Sum of Squares (MST) attributed to treatment and the Mean Sum of Squares (MSE) 

attributed to error can be computed for the two distinct groups of LDM (Linear Discriminant Model) of 

speech vectors using the equations provided as 7 and 8, respectively. 

𝑀𝑆𝑇 =  
∑ (𝑇𝑖

2𝑘
𝑖=1 /𝑛𝑖) − 𝐺2/𝑛

𝐾 − 1
                                                                                        (7)  

𝑀𝑆𝐸 =  
∑ ∑ 𝑌𝑖𝑗

2𝑛
𝑗=1 − ∑ (𝑇𝑖

2/𝑛𝑖)𝑘
𝑖=1

𝑘
𝑖=1  

𝑛 − 𝑘
                                                                      (8) 

Nx – collections of ‘A’ neutral(normal) speech vector blocks. 

𝑁 = ∑ 𝐴𝑖
2

𝑛

𝑖=1

                                                                                                 (9)  

Si – is a collections of ‘A’ different labelled emotional speech vector. Both the data sets are stored in 

two different matrixes (LDM).  

𝑆 = ∑ 𝐵𝑖
2

𝑛

𝑖=1

                                                                                                       (10) 

𝑆𝑉𝐷 (𝐸𝑚𝑜𝑡𝑖𝑜𝑛𝑎𝑙 𝑉𝑜𝑖𝑐𝑒 𝐷𝑎𝑡𝑎) = 𝐹 = ∑ 𝐴𝑁𝑂𝑉𝐴(𝑁, 𝑆)                                             (11)

𝑛

𝑖=1

 

The overall mean value of two vectors can be calculated using the equation 3 and MSB, MST can be 

calculated using the equation 5 and 6 respectively.  

‘Ni’ and ‘Si’ substitutes on equation 5 to identify the variance between the two groups of vectors using 

ANOVA. Figure 5 shows the variance between the neutral and labelled emotion LDM vector. Each 

vector represents the corresponding labelled emotions and these vectors considered as trained set for 

real time speech emotion recognition.   
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1. Crying                                                                          LDM                  Pattern 

                        

2. Angry 

                          
 

3. Fear 

                        
4. Sad 

                          

5. Happy 

                         

6. Surprise  

                           

 

7. Normal 
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8. Calm 

                  

Fig. 5(a).  Eight Folded LDM with different emotion patterns 

 

               

Fig. 5(b). Eight Folded LDM with different emotion patterns 

The eight different emotion patterns stored in LDMs is a trained dataset for CNN.  The similarity 

between the real time speech data and the trained set are compared using CSM in CNN as the 

activation function.  

3.2.  Cosine Similarity  

Cosine similarity is a measure used to determine the similarity or dissimilarity between two vectors in 

a multi-dimensional space. Using cosine similarity measurement technique, the angle of similarity 

between the real time speech data blocks and the trained emotion data blocks which is stored in LDM 

is compared and measured similarity.  

𝑺𝒊𝒎(N, S) =
𝑁 .  𝑆

|𝑁| ∗  |𝑆|
=

∑ 𝑁𝑖 𝑋 𝑆𝑖𝑛
𝑖=1

√∑ 𝑁𝑖
2𝑛

𝑖=1   𝑋  √∑ 𝑆𝑖
2𝑛

𝑖=1

                                                               (12) 

Here, |𝑁| is a set of trained emotion vector, and |𝑆| vector is a real time speech data. The similarity 

angle or ratio between these two vectors shows that the speaker’s emotions while speaking and wider 

angle is treated as dissimilar.  

Each block of speaker data is compared with trained data set to detect emotion pattern in a pipelined 

manner. Here, initially, dot product has taken between the trained LDM with input LDM magnitude of 

both the vector calculated. At the end, the cosine similarity calculated by dividing dot product by the 

magnitude equation. The highest similarity LDM is delivered as final output from the CSM.  
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Fig. 6. Cosine Similarity Measurement for Emotion Pattern Detection 

3.3. CNN Model for Emotion Detection 

Convolutional Neural Networks (CNNs) are a type of deep learning model that has demonstrated 

significant success across various tasks, such as image recognition, natural language processing, and 

audio processing. In the context of speech emotion recognition, CNNs are utilized to extract features 

and classify emotional states from speech data. 

We have collected different speech related datasets such as MINDSET, RAVDESS, SAVEE, and TESS 

along with thirty our own datasets. These datasets are grouped into two broad categories. First data set 

is neutral/normal speech dataset, and the second one is labeled dataset of speech recordings along with 

corresponding emotion labels. The datasets employed for training, validation, and testing the CNN 

model are diverse, encompassing a broad spectrum of emotions, speech styles, and speakers. This 

diversity ensures that the model can effectively generalize across various scenarios and conditions. The 

statistical method ANOVA have used for feature extraction from voice data stored on the LDM to 

process speech signals using CNN.The proposed CNN architecture comprises a single convolutional 

layer succeeded by pooling layers, aimed at capturing local patterns within the features. Following this, 

fully connected layers are utilized for recognizing global patterns. The fully connected layer comprises 

eight neurons, each corresponding to different emotions, facilitating emotion recognition. An activation 

function, such as CSM, is applied to classify the emotions, resulting in the final output. 

 

Fig. 7. Kernel function of modified CNN – Direct method for SER 

The CNN model is trained using a labeled dataset, wherein input features with ANOVA are inputted 

into the CNN. Through this process, the model learns to associate these features with the respective 

128 bit 128 bit 128 bit 128 bit 

  …….  Speaker Voice Data (B)                                        
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Emotion 

Pattern  

Emotion 
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emotion labels, thereby mapping input features to their corresponding emotions. During training, the 

model is optimized using an appropriate loss (error) function, such as cross-entropy between neutral 

speech input matrix and dataset contains emotions, and the weights are updated using gradient descent. 

In this context, the input LDM is denoted by 'f' and 'h', while the emotional pattern is represented by 

'm' and 'n'. The resulting matrix is designated as G[m,n].  

𝑮[𝒎, 𝒏] = (𝒇 ∗ 𝒉)( 𝒎, 𝒏 ) = ∑  

𝒋

∑ 𝒋[ 𝒋, 𝒌] 𝒇[𝒎 − 𝒋,   𝒏 − 𝒌 ]

𝒌

                                 (𝟏𝟑) 

Once the emotion patterns are positioned, each value from the pattern is multiplied pairwise with the 

corresponding values from the input voice dataset. The dimension of the output matrix, considering 

padding and stride, can be calculated using the provided equation.  

𝒏𝒐𝒖𝒕 = [
𝒏𝒊𝒏 + 𝟐𝒑 − 𝒇

𝑺
+ 𝟏]                                                                                      (𝟏𝟒) 

The resulting matrix for emotion patterns is computed using Equation 15. This process involves 

classifying the speech data and comparing it with the labeled emotion patterns stored in the LDM 

(Linear Discriminant Model) to finalize the emotion detections.  

𝒅𝑨+=  ∑  

𝒏𝒉

𝒎=𝟎

∑ 𝑾. 𝒅𝒁[ 𝒎, 𝒏 ]

𝒏𝒘

𝒏=𝟎

                                                                        (𝟏𝟓) 

The developed CNN model is designed to classify the emotional state of a speaker, distinguishing 

between whether the speaker is speaking normally or emotionally.  

 

Fig. 7.  ANOVA-Convoluted Layer 

The output matrix confirms that the proposed CNN model fulfills the design objectives by accurately 

classifying the emotional state of a speaker. The Cosine Similarity Measure (CSM) is employed to 

scrutinize the fully connected layer, assessing the similarity at the global maxima to determine the 

final emotion state. By selecting the highest similarity, the CSM identifies the emotion state of a 

speaker.  

4.0 RESULTS AND DISCUSSIONS 

To experiment the proposed model, we have taken IEMOCAP as major dataset along with three 

categories of sobbing emotion samples, and 10 labelled datasets were handled for each category with 

python code. ‘statsmodels’ python library along with NumPy, SciPy, and other required modules added.  
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Table 1. Male/Female Speaker Distribution 

Dataset Total Recordings Male Recordings Female Recordings 

RAVDESS 480 480 0 

SAVEE 1920 960 960 

TES 2800 0 2800 

Total 5200 1440 3760 

 

Table 1 displays the datasets collected, categorized by male and female recordings, while Table 2 

presents the performance accuracy of various models across different datasets [10]. The proposed 

approach, integrating ANOVA with CSM, effectively reduces the number of intermediate layers 

between the input and output of the CNN model. 

Table 2. Accuracy Comparison with state-of-art studies 

Sl.No Dataset CNN 

   % 

MFCC 

    % 

CNN+Attention 

              %  

ANOVA + CSM +CNN 

(Proposed Model)% 

1 IEMOCAP 76.36 77.30 76.18 79.57 

2 MINDSET 79.12 67.21 72.67 79.32 

3 RAVDESS 68.21 53.08 77.8 81.28 

4 SAVEE 70.89 72.66% 89.23 88.14 

6 TESS 67.02 49.48 87 88.31 

 

The degree of variance among the labelled emotion shows in Figure 3. The confusion matrix measured 

using CMS between the labelled, trained LDM and neutral LDM over the IEMOCAP dataset.  

Table 3. Confusion matrix for the IEMOCAP using CSM 
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The cross-tabulated matrix ensures similarity among various emotion patterns, facilitating the 

classification of the speaker's emotional state at the output layer in the CNN.  
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                                   (a) Validation Loss                                          (b) Validation of ANOVA  

Fig. 8. Epoch graph for training and validation of ANOVA-Convolution Layer 

Fig. 8(a) overall deviation between the CNN-ANOVA training and the validation on the IEMOCAP 

dataset, and the Fig. 8(b) show the accuracy of predicting and segregating the features from the given 

two LDM.  

         
              (a) Training & Validation with dropout                                             (b) Training & Validation without dropout  

Fig. 9. Loss of CNN-ANOVA model with and without dropout 

In CNN, the CSM classify the labelled emotions before the output layer during global pattern 

recognition by comparing input LDM with eight different labelled motion LDM. Among the eight LDM 

who mean difference is less than 30 is dropout due to its contribution is not impact on the feature 

selection.   Figure 9(a) displays the loss and accuracy of the CNN-ANOVA model with dropout, while 

Figure 9(b) illustrates the same for the dropout model. 

       
       Fig. 10. CSM loss on classfication                  Fig. 11. Overall perfomance of the the ANOCA+CSM+CNN 

 

Table 2 shows the accuracy various models for recognizing the speech emotion on the standard dataset. 

Each model has its own pros and cons to recognize the speech emotions over the different dataset. 

MFCC shows the better accuracy results on IEMOCAP compare to CNN and CNN with attention. 

Eventually, the performance of CNN model progressing on the MINDSET corresponding to the MFCC 
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and CNN + Attention. Alternatively, CNN+Attention’s accuracy is better compared with other models 

tabulated in table 2.  

In CNN model, the loss can be reduced using the dropout. Fig. 10 shows the variation between the 

training and testing on CSM part in the CNN. The accuracy enhanced with 79.57 with dropout and 

achieved overall accuracy 88.31 on TESS dataset. Figure 11 illustrates the overall performance of the 

proposed system compared to state-of-the-art existing models, demonstrating better accuracy with a 

single convoluted layer. Figure 12 shows the misclassified instances. 

  

  

Figure 12: Misclassified Instances 

The misclassification of emotional audio signals has occurred due to overlapping acoustic features 

between different emotions. For instance, if a 'Happy' sound is slowed down or has its pitch lowered, it 

might resemble a 'Sad' sound, leading to misclassification. Similarly, 'Sobbing' and 'Angry' sounds 

might both have high-intensity and erratic patterns, causing confusion between the two. In the case of 

'Surprise' and 'Fear,' both might share sudden onset and high-pitched elements, making them difficult 

to distinguish. Such misclassifications highlight the importance of distinct and nuanced features in 

accurately identifying emotions from audio signals. 

The misclassification of emotional audio signals has occurred due to overlapping acoustic features 

between different emotions. For instance, if a 'Happy' sound is slowed down or has its pitch lowered, it 

might resemble a 'Sad' sound, leading to misclassification. Similarly, 'Sobbing' and 'Angry' sounds 

might both have high-intensity and erratic patterns, causing confusion between the two. In the case of 

'Surprise' and 'Fear,' both might share sudden onset and high-pitched elements, making them difficult 

to distinguish. Such misclassifications highlight the importance of distinct and nuanced features in 

accurately identifying emotions from audio signals. 

5.0 CONCLUSION AND FUTURE WORK 

The proposed approach presents a promising direction for speech emotion recognition using CNN, with 

potential applications in healthcare, human-computer interaction, and emotional well-being assessment. 

In this model, speech emotion recognition using ANOVA for CNN and CSM shows promise in 

detecting emotions while speaking, which can have significant applications in the healthcare sector. 

With a well-curated dataset and the implementation of advanced techniques, such as ANOVA for 

threshold determination, the proposed approach aims to accurately classify speech signals into 

emotional or normal speech categories. The ANOVA and CSM directly reduces the number of 

convolutional steps in CNN to decrease response time and improve performance. The experimentation 

results demonstrated that the proposed approach performs effectively in identifying the emotional state 

of a speaker, showcasing the potential of CNN-based models in speech emotion recognition tasks.  

Continued research and development in this field hold the potential to advance speech-based emotion 
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recognition technology further. Such advancements could pave the way for integrating this technology 

into remote voice emotion assessment for practical healthcare applications. 
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