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ABSTRACT 

The establishment of connections among social network users using their profile information is an important task in 

social network analysis, which facilitates the development of various technological solutions such as stock market 

analysis, crime detection, tracking system of fraudulent events, etc. In this work, a proximity-based clustering 

method for networking LinkedIn profiles is presented.  The proposed system computes proximity values between 

users using various attributes of user profiles. The proximity measures are computed by analyzing unstructured data 

of user profiles to connect users. The method addresses various issues such as comparison of familiar sentences, 

finding patterns, and sub-patterns among user profiles, assigning weights on attributes similarity, and computing 

total similarity which is associated with unstructured data.  After computing proximity measures on various 

attributes of user profiles, the connecting edges between nodes are determined by employing artificial intelligence 

and a network graph is formed. The method is evaluated on a LinkedIn data set to form a connected graph. The 

strength of the proposed methodology lies in the formation of multi-layered network graphs, as it uses various 

attributes of the user profiles to connect them. The proposed methodology helps various applications like 

recommendation systems to form network graphs of selected attributes and perform the social network analysis. The 

method achieves an accuracy of 96%. However, the profiles containing abbreviations of important information are 

not matched and the system accuracy drops down in such cases.  

Keywords: User Profile, Social Network Analysis, Network Graph, Clustering, Unstructured Data, Local 

Efficiency, Global Efficiency 

 

1.0 INTRODUCTION 

 

In recent years, social networks have become popular and are widely used by people for the communication of 

information [1]. Some of the most widely used social networks are Facebook, LinkedIn, Quora, Google+, and 

Twitter. People are connected to these online social networks based on their profile information and interest. Using 

these online social networks, People share millions of unstructured data [2], like images, videos, text, and so on. 

Such unstructured data is quite useful for the development of various applications. like recommendation systems in 

terms of job postings or job recommendations, product recommendations, stock predictions [3], sales predictions 

[4], crime analysis [5],[6], and many more.  All these applications are social network-dependent and require user 

profile information. Hence, the formation of a network of social network users using their profiles becomes essential 

in social network analysis. 

In recent literature, many techniques have been reported related to establishing social networks of people using their 

profile information. The reported techniques are user profile information, which consists of various attributes like 

age, gender, skills, location, education, and many more for forming a network of social network users. But, on most 

social media networks like Twitter, Facebook, and LinkedIn, users may not fill in the details of all attributes and are 

sometimes unavailable [7]. There are various issues associated with the connectivity of a user profile. First, is the 

Unavailability of complete data where users provide some basic information like name, and gender, but rarely give 

other detailed information. Second, dealing with unstructured data, where the user profile data can contain 

information in terms both qualitative and quantitative like dates, numbers, and facts.  Third, the most important 

reason is privacy issues, most online social network sites limit access to some personal information [8]. Fourth, to 

explore and extort meaningful information from these infinite online social networking data, special tools are used 

to build the structure of the online social networks which are graph-based. Multiple tools are used, but selecting the 
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best tool for a specific task is difficult to decide [9]. Other challenges in dealing with profile information include 

converting unstructured data into meaningful structural data for further analysis.   

These issues need to be addressed to create a network of social network users. Such connected networks are used in 

various platforms such as network creation [10], community detection [11],[12] structural clustering [13],[14] 

influential node detection [15], [16] link prediction[17], useful for the development of various technological 

solutions such as recommendation system [18],[19], recruitment system [20],[21] crime detection [22], and 

demography [23], etc. Therefore, establishing a connection between LinkedIn profiles of any online social network 

is a paramount task. A method to find the relation between LinkedIn social network profiles and connect them using 

a graph is introduced in this paper. To create a linked graph of LinkedIn users, the approach computes proximity 

measures on different LinkedIn profile attributes. In this method, Levenshtein distance [24] is applied to calculate 

the differences between sequences in which we get the similarity index using a threshold value for every feature that 

is compared to every user profile. 

The organization of the paper is as follows. Section 2 reports the critical literature review on the creation of network 

structure. The methodology for network structure creation is described in section 3. The results and analysis are 

given in section 4. The conclusion of the work is given in Section 5. 

 

2.0 LITERATURE REVIEW 

 
All social user profiles can be linked and networked to multiple applications and fields. A description of some of the 

most notable works is given below. 

 

An efficacious team formation using social connections of the network is presented in [25]. The proposed method 

developed an effective team to follow through with a particular job. The method considered a skill set with each 

level of proficiency for a specific skill. Based on this concept, an effective team was formed with a group of nodes 

that commonly performed a particular job with the required skillfulness and with low interaction costs. The main 

aim of the methodology is to propose an efficient team with a set of skills with different levels of expertise. 

 

In the multi-layer network formation,  a unique relationship represented between the nodes of different layers of the 

network is expressed in [26]. This method describes characteristics of certain attributes of the network to form a 

multiple-layer network. Each layer represents a participant by selecting its interaction connectivity edge in reaction 

to the interaction connectivity edge of the different participants using different functions. 

 

The topics-based network formation using location-based social networks is implemented in [27]. To build a 

network structure model of social network link creation that has pairwise user similarities and individual 

characteristics. Finally, the method uses proximity measures such as geography, biography, short messages, and 

mobility. To construct proximity measures from text information where most information is unstructured, the model 

builds a topic model approach such as latent Dirichlet allocation [28]. 

A LinkedIn personalized expertise search, where the problem of personalized expertise using a LinkedIn search is 

addressed, especially for skills-containing search queries, is discussed in [29]. The method proposes heuristics to 

derive training data sets from the search logs by considering the members' skills when handling position and sample 

selection biases. 

In [30], the interest graph for social networks is created by considering user-generated tags. The technique is to 

create an initial network based on user interest along with user tag representation and then cluster the network based 

on interest to produce a model of hierarchical interest using the enhanced Girvan Newman algorithm [31]. 

The effective formation of graph clusters that are attribute-based is discussed in [32]. The method explains node 

features with the topographical features, using the graph attributes such as nodes of a network and edges that 

connect the nodes in a network. The model illustrates cluster formation dynamically with familiar inner properties 

that make use of a self-learning algorithm.  The initial configuration of the cluster can be formed at any arbitrary 

point by discovering the balanced result of graph clustering that is attribute-based.  

A method to extract professional data from LinkedIn using LinkedIn API and normalizing it by eliminating 

redundancies is implemented in [33]. Additionally, data is normalized again based on the locations of LinkedIn 
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connections with the help of Geo-Coordinates. Then, the normalized data set is clustered using K-means, 

Hierarchical, and Greedy clustering algorithms based on company names, job titles, and geographic locations. 

Link prediction of multilayer in online social networks using certain features of social networks is narrated in [34]. 

The proposed method had better accuracy by considering different node pair features that require community 

formation which makes use of the clustering algorithm such as InfoMap [35]on the auxiliary graph and also on the 

attributes of the selected network on which it is used to predict the link formation using multiple machine learning 

algorithms. 

A community network was formed based on the user attributes such as location, high-density interactions between 

users, user lifespan, and user weight. The proposed method Recently largest Information [36] had better 

performance in identifying the network structure for time complexity and accuracy based on identified user 

attributes over the existing methods in a dynamic social network. 

After a critical analysis of the literature, it is observed that some of the problems are addressed, such as the 

development of connected networks that are distance-based properties, present network characteristics, the users’ 

opinion, the factor of location, and prediction of ties within social networks. Nevertheless, the issues such as 

network structure formation in real-world scenarios, various active models for creating a different layout of the 

network, many nodes under cogitation with many factors for building a network of many social networks, cost edges 

for creating network graph, predicting jobs based on details on user profiles information remain unanswered. The 

research study is done to overcome these questions in the proposed model. 

 

3.0 SOCIAL NETWORK USERS PROFILING 

 

To create a network of connected people in social network subscribers, the technique uses proximity measures 

determined over different profile attributes such as description, qualifications, position-title, position-summary, 

education-school-name, position-company name, education-degree, location, area, etc. The created network graph is 

represented by equations (1) and (2). 

 

                            𝑮 = {𝑼, 𝑪    𝒘𝒉𝒆𝒓𝒆𝑼 = 𝒖𝟏, 𝒖𝟐 … . . 𝒖𝒏}                                          (1) 

Here, 𝑼 denotes, the set of nodes and 

                           𝑪 = {𝑪𝒊𝒋, 𝒘𝒉𝒆𝒓𝒆 𝑪𝒊𝒋 = (𝒖𝒊, 𝒖𝒋)∀𝒖𝒊, 𝒖𝒋 ∈ 𝑼}                                      (2) 

𝑪𝒊𝒋 represent connections between the nodes.  

The method works in three stages: the computation of the similarity/proximity value between nodes, the discovery 

of edges between nodes, and the creation of a graph of social networks. The outline schematic for the approach 

proposed is represented below. 

 

Fig. 1: Outline of the schematic of the approach proposed 
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The description of each of the processing steps of the methodology is detailed in the following subsections. 

3.1 Proximity Value Computation 

The proximity value between the nodes or user profiles computations carried out on various attributes of the user 

profiles as detailed in equation (3). The proximity value indicates the affinity of the edge between the nodes. More 

affinity will carry a higher proximity value on the edge and less affinity will have a lower proximity value. The 

proximity value lies in the range 0 to M. Where, M indicates the number of attributes of the user profile. It is 

computed as a sum of all similarity values of attributes. The computation for similarity values of attributes is given 

in the following subsections. 

                   𝑷𝒓𝒐𝒙𝒊𝒎𝒊𝒕𝒚(𝒊,𝒋) =  ∑ 𝑺𝒊𝒋 (𝑨𝒌)𝑾𝒌                              (3) 

 

Where k = 1,2……..M 

Proximity(i,j)Indicates the total similarity between the nodes on all M attributes. 

SijIndicates the similarity between the nodes on the Kth attribute. 

The M attributes considered for similarity computation are as below 

A1 = Summary (it is a biography of the users) 

A2= skills 

A3= position-summary 

A4= position-title 

A5 = position-company-name 

A6 = location 

A7= education-school-name 

A8 = education-degree 

A9= education-field 

A10= industry 

Wk= Indicates the weight of the attribute which is initialized to 1. 

 

3.1.1 Summary Similarity 

The summary of the person/user contains the biography of the person in the unstructured text form. Comparing the 

unstructured text biography of one person with another is a challenging problem. Due to the unstructured text 

nature, sentences cannot be directly compared, as they may not appear in the same order. However, the idea of a set 

of word matches can be used to find the similarity between them. The match percentage is thresholded to find the 

similarity.  The same has experimented with the research work. The similarity computation is as below. 

Let 𝑾 be the set of words representing the biography of the user. In this summary similarity, it is computed to 

determine whether the biography of one user is a subset of a biography of another user denoted by (𝑾𝟏 ∈ 𝑾𝟐). 

The similarity value is represented by equation (4) 

                    𝑺𝒊𝒋(𝑨𝟏) = {
  𝟏 , 𝒊𝒇(𝑾𝒊 ∈ 𝑾𝒋)⋀ (𝒘𝒐𝒓𝒅𝒎𝒂𝒕𝒄𝒉%) > 𝑻𝟏

𝟎, 𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆
                           (4) 

Where 𝑇1 a threshold is empirically chosen. 
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3.1.2 Skill Similarity 

The skill set of every individual is an important attribute in the profile. The skillset will help to find the similarity 

between the profiles. To form a community of people having the same skill set. This attribute may carry more 

weight when compared to some of the other attributes of the user profiles. Various communities can be formed 

using the skill set. Therefore skill set is also used in our method to determine the similarity. The computation of 

similarity is shown in equation (5). The idea of a set of word matches is also explored to find the skill set similarity.  

Let 𝑿 be the set of words representing the skills of the user. In this skill-based similarity, it is computed to determine 

whether the skills of one user are a subset of another user's skills denoted by (𝑿𝟏 ∈ 𝑿𝟐). 

                      𝑺𝒊𝒋(𝑨𝟐) = {
𝟏 , 𝒊𝒇(𝑿𝒊 ∈ 𝑿𝒋)⋀ (𝒘𝒐𝒓𝒅𝒎𝒂𝒕𝒄𝒉%) > 𝑻𝟐

𝟎,      𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆
                               (5) 

Where the threshold 𝑇2 is empirically chosen. 

 

3.1.3 Position-Summary 

 

The position summary is considered an important asset of the user profile. The position summary describes the brief 

information of a user profile. It specifies the information about the roles and responsibilities of current and previous 

jobs of a user. This attribute helps us to find the similarity of users based on user profile roles and responsibilities 

where we connect people working on similar roles. Therefore position summary adds strength to find out how close 

the user profile is which is computed using the equation (6). 

 

Let 𝒀 be the set of words representing the overall roles and responsibilities of a user described as Position_summary. 

In this position's summary-based similarity, it is computed to determine whether one user is a subset of another user 

denoted by (𝒀𝟏 ∈ 𝒀𝟐). 

                       𝑺𝒊𝒋(𝑨𝟑) = {
𝟏 , 𝒊𝒇(𝒀𝒊 ∈ 𝒀𝒋) ∧ (𝒘𝒐𝒓𝒅𝒎𝒂𝒕𝒄𝒉%) > 𝑻𝟑

  𝟎,      𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆
                          (6) 

Where the threshold 𝑇3 is empirically chosen. 

3.1.4 Position-Title 

The Position title describes the specific information of the job title of the user’s job profile. The Position title is also 

an important asset to user profile matching where we can list or identify users with similar job titles. Using this 

information we can connect people with similar job titles as a user. This attribute provides weightage when 

compared with other attributes of a user profile. Therefore the similarity is computed in equation (7). 

Let 𝒁 be the set of words representing the position title of a user profile. In this position-title-based similarity, it is 

computed to determine whether one user is a subset of another user denoted by (𝒁𝟏 ∈ 𝒁𝟐). 

             𝑺𝒊𝒋(𝑨𝟒) = {
𝟏 , 𝒊𝒇(𝒁𝒊 ∈ 𝒁𝒋)⋀ (𝒘𝒐𝒓𝒅𝒎𝒂𝒕𝒄𝒉%) > 𝑻𝟒

𝟎,      𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆
                           (7) 

Where the threshold 𝑇4 is empirically chosen. 

3.1.5 Position-Company-Name 

The company name plays a major role to identify people with similar interests. Using this information, a network 

connection can be formed based on the similar company name of a user profile. This attribute provides weightage 

when computed with other attributes and also a separate community can be formed using company-name as a single 

attribute. Therefore the similarity is computed in equation (8).  

Let 𝑷 be the set of words representing the company name of a user. In this, we compute similarity to determine 

whether one user is a subset of another user using a company name as one of the features and is denoted by (𝑷𝟏 ∈

𝑷𝟐). 
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                𝑺𝒊𝒋(𝑨𝟓) = {
𝟏 , 𝒊𝒇(𝑷𝒊 ∈ 𝑷𝒋)⋀ (𝒘𝒐𝒓𝒅𝒎𝒂𝒕𝒄𝒉%) > 𝑻𝟓

  𝟎,      𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆
                          (8) 

Where the threshold 𝑇5 is empirically chosen. 

3.1.6 Location 

The location of a user profile is used as one of the main features of finding similarities. A location determines the 

place of a user working which helps to segregate users mainly based on their location. A location of a user is 

determined from the user profile which will be in unstructured text format. By extracting this information, one can 

identify the similarity of one user profile with another user. The location attribute contributes more weightage when 

compared with other attributes of a user profile. A networking community can be formed based only on location, 

whereas other features can be considered to form a group within a community. Therefore, the similarity is computed 

in equation (9). 

Let 𝑸 be the set of words representing the location of a user. Using location-based similarity, it is computed to 

determine whether one user is a subset of another user denoted by (𝑸𝟏 ∈ 𝑸𝟐)  in terms of location. 

          𝑺𝒊𝒋(𝑨𝟔) = {
𝟏 , 𝒊𝒇(𝑸𝒊 ∈ 𝑸𝒋)⋀ (𝒘𝒐𝒓𝒅𝒎𝒂𝒕𝒄𝒉%) > 𝑻𝟔

 𝟎,    𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆
                               (9) 

Where the threshold 𝑇6 is empirically chosen. 

3.1.7 Education-School-Name 

The user who pursued his/her education can also play a major role to distinguish his academic performance from the 

other user. The university name signifies the validation of a user for overall academic performance. It can be used as 

a validation of a user where the school name plays a major role to identify the user. It has weightage when computed 

with the remaining attributes of a user profile. Therefore, similarity based on school name is denoted by equation 

(10). 

Let 𝑹 be the set of words representing the school name of a user. In this school name-based similarity, it is 

computed to determine whether one user is a subset of another user denoted by (𝑹𝟏 ∈ 𝑹𝟐). 

           𝑺𝒊𝒋(𝑨𝟕) = {
𝟏 , 𝒊𝒇(𝑹𝒊 ∈ 𝑹𝒋)⋀ (𝒘𝒐𝒓𝒅𝒎𝒂𝒕𝒄𝒉%) > 𝑻𝟕

  𝟎,      𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆
                           (10) 

Where the threshold 𝑇7 is empirically chosen. 

3.1.8 Education-Degree 

Education-degree feature signifies the degree obtained by the user for the corresponding academic discipline. It 

helps us to categorize the users based on their degrees even if they belong to the same academic discipline. This 

attribute is important when computed with the school name and field-of-study attribute to validate the user profile. A 

network connection can be formed using these attributes and strengthens the similarity computation, which is 

represented in equation (11). 

Let 𝑫 be the set of words representing the degree obtained by the user. In this degree-based similarity, it is 

computed to determine whether one user is a subset of another denoted by (𝑫𝟏 ∈ 𝑫𝟐), in terms of 

Educations_degree. 

                 𝑺𝒊𝒋(𝑨𝟖) = {
𝟏 , 𝒊𝒇(𝑫𝒊 ∈ 𝑫𝒋)⋀ (𝒘𝒐𝒓𝒅𝒎𝒂𝒕𝒄𝒉%) > 𝑻𝟖

𝟎,      𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆
                        (11) 

Where the threshold 𝑇8 is empirically chosen.  

3.1.9 Education-Field-of-Study 

In this feature, the similarity is identified based on the terms of academic discipline concerning higher education. 

This feature is one of the principal components of identifying similar users based on their academic discipline which 
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is referred to as Education-field-of-study. As described earlier, this attribute has importance when considered with 

the school name, degree, and industry of a person. Therefore, the similarity is computed in equation (12). 

Let 𝑭be the set of words representing the academic discipline for the field of study. Here, the similarity of an 

academic discipline is computed based on one user being a subset of another user denoted by (𝑭𝟏 ∈ 𝑭𝟐), in terms of 

field-of-study.  

                  𝑺𝒊𝒋(𝑨𝟗) = {
𝟏, 𝒊𝒇(𝑭𝒊 ∈ 𝑭𝒋)⋀ (𝒘𝒐𝒓𝒅𝒎𝒂𝒕𝒄𝒉%) > 𝑻𝟗

𝟎,      𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆
                             (12) 

Where the threshold 𝑇9 is empirically chosen. 

3.1.10 Industry 

The industry is an important asset to classify people based on the domain they work in. It is used to compare one 

user profile with the other based on their domain which is classified using industry as its feature. A community of 

users can be formed based only on a domain. This attribute highlights the similarity when computed with other 

attributes of a user profile. Therefore, the similarity is denoted in equation (13). 

Let 𝑰 be the set of words representing the domain of the user working. In this domain-based similarity, it is 

computed to determine whether the domain of one user is a subset of another user domain denoted by (𝑰𝟏 ∈ 𝑰𝟐) the 

domain knowledge. 

                𝑺𝒊𝒋(𝑨𝟏𝟎) = {
𝟏 , 𝒊𝒇(𝑰𝒊 ∈ 𝑰𝒋)⋀ (𝒘𝒐𝒓𝒅𝒎𝒂𝒕𝒄𝒉%) > 𝑻𝟏𝟎

𝟎,      𝒐𝒕𝒉𝒆𝒓𝒘𝒊𝒔𝒆
                               (13) 

 

Where the threshold 𝑇10 is empirically chosen. 

It is assumed that all the attributes carry the same weight. So each attribute similarity is computed based on the 

chosen threshold value and all the attributes are considered to have the same weight. 

𝑨𝒍𝒈𝒐𝒓𝒊𝒕𝒉𝒎:  𝑵𝒆𝒕𝒘𝒐𝒓𝒌 𝒈𝒓𝒂𝒑𝒉 𝒐𝒇 𝒔𝒐𝒄𝒊𝒂𝒍 𝒎𝒆𝒅𝒊𝒂 𝒖𝒔𝒆𝒓𝒔 

 Input: Social media user's profile data set. 

 

 Output: Network Graph of Social Media users. 

 

 Initialization:  Initialize Matrix 𝑀(similarity matrix) to zero.  

   Begin 

  Step 1:For every  𝑖𝑡ℎ profile of the data set. 

  Step 2: For every 𝑗𝑡ℎ profile of the data set. 

  Step 3: Compute the Similarity value 𝑆𝑖𝑗  between 𝑖𝑡ℎ and 𝑗𝑡ℎ profile on all attributes 𝑨𝒌 

   𝑺𝒊𝒋(𝑨𝒌) = ((𝒊𝒕𝒉 ∈ 𝒋𝒕𝒉𝒂𝒕𝒕𝒓𝒊𝒃𝒖𝒕𝒆) ⋀ (𝒘𝒐𝒓𝒅𝒎𝒂𝒕𝒄𝒉%)) > 𝑻𝒉𝒓𝒆𝒔𝒉𝒐𝒍𝒅𝒗𝒂𝒍𝒖𝒆 

  Step 4: 𝑴𝒊𝒋 = ∑𝑺𝒊𝒋(𝑨𝒌) 

  Step 5: End of Step 2 

  Step 6: End of Step 1 

  Step 7: Construct Network Graph using 𝑀𝑖𝑗 matrix. 

End 

 

The proposed methodology is evaluated on the LinkedIn data set where we have considered multiple attributes to 

identify the similarity of users and establish a social network structure, the results of the methodology are discussed 

in the following section. 

4.0 RESULTS AND DISCUSSIONS 

The proposed system is evaluated using the LinkedIn, dataset. LinkedIn is a largely appealing environment 

describing the skillful domain of its members. By exploring LinkedIn network data and information, one can 

analyze the etiquette and other assets of groups as well as individuals [37]. Data from LinkedIn and its API is unique 

and represented differently from data accessible on other social networks. The dataset was used in JSON style and 

retrieved using the API from LinkedIn to get the Secret Key, API key, OAuth User Secret Identifications, and Token 
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of the application [38]. Table 1 displays the different features obtained from the LinkedIn API in the dataset and the 

corresponding definition. 

Table 1: Features Description 

 

Features Information 

Summary Biography of a user 

Skills The skillset of an individual user 

Position-summary Overall position held by an individual user 

Position-title Specifying a role in a specific business 

Position-company-name Specifying the name of the company 

Location Location details of the work area 

Education-school-name Specifying the school name of an individual user   

Education-degree Specifying the Degree of an individual user 

Education-field-of-study Overall Academic discipline of an individual 

user 

Industry Industry detail of the Individual user 

 
The dataset contains several files with 200 user profiles for each file, which are called nodes. 10 user profile 

attributes are considered in this approach, as shown in Table 1. The N-gram similarity [39], Levenshtein Distance 

[40], Jaccard distance [41], etc., some general proximity measures are much useful for comparing profile 

characteristics such as company name, location, and role title names. A loop iterates on the entire dataset in the 

proposed technique and clusters them together according to the stated threshold value specified using the metric of 

similarity, and data is saved as a matrix. When the data for every user profile is contrasted with all other user 

profiles., the similarity of the user profile characteristics using the Levenshtein distance is determined. For all the 

features, the distance measure is used to quantify the discrepancies between sequences in which the proximity value 

is obtained based on the threshold value, compared to one for all user profiles. Connectivity is defined using 

proximity values and the network model is constructed using the NetworkX [42]open-source framework, a graph-

based platform for mining, that easily models the construction of social networks, as shown in figure 2. 

.  

Fig. 2: Network graph using a similarity measure 

The first node is compared with the remaining nodes in the second, the third, the fourth, etc. A comparison of a node 

to every other node is made. In total, 198 nodes are considered in the dataset. As shown in Table 1, a comparison of 

each node with characteristics such as similarity, abilities, location, and many more. Later, using the Levenshtein 

interval, the measure of similarity is defined with a value threshold of 40. The graphs below represent the affinity 

between vertices/nodes that uses an index of similarity, as shown in the following figures. 
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Fig.3: The first node’s connectivity using the similarity measure 

 

Fig. 4: Connectivity of nodes 0 and 1 with all other nodes using the similarity measure 

 

Fig. 5: Connectivity of nodes 0, 1, and 2 with all other nodes using the similarity measure 
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Fig. 6: Connectivity of first ten nodes with all other nodes using the similarity measure 

In the above figure such as Fig 3, the first node 0 is compared with all other remaining nodes by considering all the 

characteristics of the node as mentioned in Table 1, if there is an affinity between the nodes then the connectivity is 

established and a network graph is constructed using Levenshtein distance based on the threshold value. The same 

procedure is repeated for node 0 and node 1, for node 0, node 1 and node 2, and finally for the first ten nodes as 

shown in Fig 4, Fig 5, and Fig 6 respectively. The proximity between the nodes varies based on the threshold value 

used in the Levenshtein interval.  

The connectivity of a social network can be gauged using multiple measures. The connectivity of a network can be 

measured through network efficiency. This method was first introduced to measure the efficiency of vertices in a 

graph  [43]. The established social network as shown in Fig. 2can be measured using network efficiency methods 

such as Global efficiency and Local efficiency. If the value is closer to 1, the established connected network is 

deemed more efficient, and if it is closer to 0, it is considered less efficient. 

Let Gbe a graph with a vertex V(G)and the connection between the two vertices is represented by C(G). Let d(p, q) 

represent the distance that is the number of edges in the shortest path from ‘p’ to ‘q’. If there is no connection 

between ‘p’ and ‘q’, then d(p, q) =  ∞. The efficiency between two vertices ‘p’ and ‘q’ can be defined as 

                                𝐸(𝑝,𝑞)(𝐺) =  
1

𝑑(𝑝,𝑞)
 ∀ (𝑝 ≠ 𝑞)                                               [14] 

The efficiency of a pair of nodes in a graph is the multiplicative inverse of the shortest path distance between the 

nodes [44]. The Global Efficiency  𝐺𝐸 of a graph is the average efficiency overall p ≠ q. Therefore  𝐺𝐸 is 

represented as  

                                 𝐺𝐸(𝐺) =  
1

𝑛(𝑛−1)
∑

1

𝑑(𝑝,𝑞)
                    𝑝≠𝑞                                [15] 

Where ‘n’ represents the number of nodes in a network. In theoretical networks, because of the nature of networks 

with diameters greater than 2, average global efficiency can range from 0 to 0.5. Because of the larger interactions 

compared to the number of nodes, the global efficiency value drops, and the highly-dense network can also decrease 

the global efficiency value [45], [45]. In our established social network graph we obtain the average 𝐺𝐸 = 0.575865, 

since the graph is a densed network and also it has higher interactions compared to the number of nodes.  

The average global efficiency of the subgraph caused by the node's neighbors is the local efficiency  𝐿𝐸 of a node in 

a graph. Therefore, the average local efficiency is the average of local efficiencies of each node is represented as  

                      𝐿𝐸(𝐺) =  
1

𝑛 
∑ 𝐺𝐸(𝐺𝑠)𝑠∈𝐺                                       [16] 
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Where,𝐺𝑠 is the subgraph induced by the neighbors of ‘s’. In our established social network we obtain the average 

LE=  0.966608. Our established social network is considered to be the most efficient network since the average 

efficiency value is near 1. 

The methodology is compared with existing methods of profiling network users/network structure, the comparative 

analysis is given in table 2. 

Table 2: Comparative Analysis Study 

Authors Methodology Method Description Advantages Limitations 

[25] Effective Team 

Using Social 

Network 

Team/Network formation using 

skills as a feature, based on the 

level of expertise. The size of 

the network increases as skills 

increase. 

A set of nodes with skillful 

expertise guarantees low 

communication costs.  Smaller 

the team/network size better 

communication between the 

nodes/team members. 

It focused only on 

unweighted edges of the 

graph and it was not 

applied to real-time 

datasets. 

[26] Strategic network 

formation of Multi-

Layer Networks 

Distance-based utility network 

formation between specific pair 

of nodes, where the first layer is 

formed between the nodes that 

are neighbors in a different 

layer by optimizing it. 

Establishes a path only to a 

specific set of nodes using 

distance-based network 

formation, whereas traditional 

methods only focused on the 

minimum distance between all 

the setoff nodes in a network. 

It focused only on 

distance-based utilities 

rather than additional 

classes of effective 

functions in the 

multiple-layer network 

formation. 

[27], 

[28] 

Location-based 

strategic network 

formation. 

Structural network formation 

using location-based. The 

network is formed by 

considering the characteristics 

of nodes and comparing the 

similarity pair-wise between the 

nodes using the latent Dirichlet 

allocation model. 

the method uses four user 

proximity measures such as 

geography, biography, short 

messages, and mobility. 

The link formation 

depends only on 

pairwise user similarity 

measures and each-  

individual user 

characteristic. 

[29] Personalized 

expertise search on 

LinkedIn 

The collaborative filtering 

approach for personalized 

expertise search is based on 

matrix decomposition. 

Estimates scores for both the 

mentioned and not mentioned 

skills of the user-profiles list. 

The weights of the 

attributes are manually 

adjusted to obtain the 

personalized search of a 

LinkedIn user. 

[30], 

[31] 

Social Networks 

graph formation is 

based on interest in 

user-generated 

Tags. 

 

Interest network formation 

using user tags, later applying 

the hierarchical clustering 

method to build a matching 

graph based on interest. 

clustering the network 

structure-based interest in 

creating a model of hierarchical 

interest through the 

implementation of an enhanced 

Girvan Newman algorithm. 

It can be improvised in 

modeling efficiency and 

also applied in real-time 

applications. 

[32] Dynamic cluster 

game formation for 

clustered attributes 

of a graph.  

Dynamic cluster creation with 

properties that develop with 

great individual variability in 

real-world networked systems, 

as well as using a self-learning 

algorithm (SLA). 

Both the topological structure 

and attribute information are 

merged to obtain a dynamic 

cluster formation. SLA is 

comparatively a bit faster to 

dynamically identify clusters as 

it considers two different 

sources of input. 

Concerning scalability, 

SLA is a bit lesser than 

traditional community 

detection algorithms. 

[33] Extraction of user-

profile data from 

The extraction of data is 

centered on the positions of 

To study and analyze the 

LinkedIn network properties, 
It can be upgraded to a 

predictive system that 
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Authors Methodology Method Description Advantages Limitations 

LinkedIn. connections to LinkedIn and 

clustering of the data based on 

user profile by normalizing it 

and applying hierarchical, 

Greedy, and finally   K-Means 

clustering algorithms. 

and group with the necessary 

security and confidentiality of 

user data on these networks. 

recommends user job 

profiles. 

[34], 

[35] 

Prediction of 

multilayer 

connections in 

online social 

networks using 

topological features 

of the network. 

to anticipate link formation 

using machine learning 

algorithms such as KNN, Naive 

Bayes, and many more. 

It provides an accurate 

estimation of links in a social 

network by considering the 

network-based similarity 

between friends considering 

both geographical-based and 

content-based similarities. 

to explore the 

estimation accuracy 

when using several node 

pair features 

[36] Community 

detection based on 

user attributes 

Formation of communities 

based on the attributes of the 

user’s high-density interaction, 

and location using the Recently 

Largest Algorithm method. 

It provides better accuracy and 

time complexity in identifying 

communities over existing 

methods and can be used 

effectively in recommender 

systems. 

It focused only on very 

few attributes of a user 

profile where more 

weight was given to 

high-density interaction, 

compared to other user 

attributes. 

 

The methods described above focused only on network formation with very few sets of nodes for unweighted edges 

of the graph, and analysis of network structure using only a few sets of attributes. Finally, it focused only on 

synthetic data sets rather than real-time data sets. In the proposed methodology, the proximity measures on common 

user-profile attributes are computed by considering various sets of attributes and applied to real-time data sets from 

the LinkedIn application. Later, connectivity is established between the attributes employing artificial intelligence 

techniques and a network graph is formed. 

 

5.0 CONCLUSION AND FUTURE WORK 

In this work, a proximity value-based clustering method for connecting LinkedIn subscribers/users are presented. 

The similarity is used in the methodology where values are computed to create a graph of social network users on 

different attributes of user profiles. The proximity measures are computed by analyzing unstructured data of user-

profiles addressing various problems associated with unstructured information.  After computing proximity 

measures using attribute values of user profiles, the connecting edges between nodes are determined by employing 

artificial intelligence, and a network graph is formed. The method is evaluated on LinkedIn data and has given 

promising results. As the method uses various user profile attributes for building network graphs, several network 

graphs can be obtained on selected attributes. The proposed methodology helps various applications to form network 

graphs of selected attributes and perform the social network analysis. As a future research work, we can further 

build personalized recommendations based on user profile attributes, we can also apply natural language processing 

(NLP) techniques to identify the similarity between users. 
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