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ABSTRACT  

 

Event intelligence for early disease detection is highly demanded in the current era and it requires reliable technology-

oriented applications. Trusted emerging technologies play a vital role in modern healthcare systems for early 

diagnoses of different medical conditions because it helps to speed up the treatment process. Despite the enhancement 

of current healthcare systems, robust diagnosis of different types of diseases for intra-patients (outside of hospital 

settings) is still considered a difficult task. However, the continuous evolution of trusted technologies in health sectors 

narrates the reboot process which could upgrade the healthcare service provision as the trusted next-generation 

health unit. In order to assist healthcare providers to carry out early diseases detection for intra-patient clients, we 

designed this systematic review. We extracted 40 studies from the databases i.e. IEEE Xplore, Springer, Science direct 

and Scopus, from March 2016 and February 2023, and we formulated our research questions based on these studies. 

Subsequently, we rectified these studies using two filtration schemes namely, inclusion-omission policy and quality 

assessment, and as a result, we obtained 19 studies that successfully mapped our defined research questions.We found 

that these 19 studies highlighted the different trusted architectures of the internet of things, mobile cloud computing, 

and machine learning, which are significantly beneficial to diagnose medical conditions for intra-patient clients such 

as neurological diseases, cardiac malfunctions, and other common diseases. 

 

Keywords: Internet of Things (IoT); Cloud Computing; Mobile Edge Computing; Brain Tumor; Cardiac Diseases; 

Healthcare systems 

 

1.0 INTRODUCTION 
 

Ages of technology enhance the comfort of daily life activities. However, the exploration of technology paradigms in 

routine life activities is affecting the human life dependency factor. In the context of technology dependency, 

healthcare systems are the emerging area in this era, where technology plays a vital role in generating better health 

monitoring units. Additionally, these technology-oriented healthcare systems are quite handy for the recognition of 

different kinds of human diseases. Healthcare intelligence is the emergent area that belongs to the combination of the 

formation of digital healthcare systems and artificial intelligence approaches. Nowadays, numerous intelligent clinical 

decision systems are used to recognize different human diseases in both inside and outside of the hospital settings [1]. 

In clinical decision systems, pattern recognition is a game changer in time series data. The differentiation between 

regular and irregular patterns is highly desirable in such cases that involved urgency and high risks [2], [3]. Early 

diagnosis of different kind of diseases is useful in both patients within the hospital (intra-patient) and outside of the 

hospital (inter-patient). In the context of intra-patient hospital, data from magnetic resonance imaging (MRI) scan can 

monitor the unusual behavior of the brain (brain tumor), data from computed tomography (CT SCAN) relates to the 

broader picture of the human body, and data of electrocardiography (ECG) highlights the heart activities. Currently, 

the uncertainty factor still exists in these diagnostic tools in both cases intra-patient and interpatient. Such uncertainty 

factors are related in terms of robustness, efficient and reliable flow of electronic health records in both inter-patient 

and intra-patient hospital[4], [5]l   Figure 1 is taken from a study [6] which shows the collage of  CT brain scan for 

the detection of hemorrhagic stroke (brain stroke) and chest X-ray and CT scan for lungs diseases detection. 



 
 

Fig. 1: Collage of CT brain images, CT chest, and chest X-ray [6]. (CT Brain: Top left to right, CT Chest: Bottom 

left, Chest X-ray: Top right) 

 

Moreover, the prerequisites of intelligent clinical systems are the target sources that highlighted the ideal health status 

of the human body [7]. Therefore, controlling these target sources is necessary when designing a high accurate 

responsive intelligent systems before deploying into the internet of things (IoT) or Cloud-based technology [8], [9]. 

However, robust recognition of different life diseases in intra-patient environments (patient outside the hospital) is 

still an open job for researchers. Therefore, the efficacy of machine learning-based IoT or cloud technologies needs 

to be justified, especially on how they can perform robust and accurate diagnoses for intra-patients[10][11]. Hence, 

this study helps to review the technologically oriented healthcare systems and delivers the outcome of different high-

impact technological healthcare systems namely; convolutional neural network (CNN) based MRI and cloud-based 

CNN for ECG analysis.  

 

The exploration of the trusted Technologies IoT and mobile cloud computing (MCC) that are commonly used in smart 

devices to monitor human health status[12], [13], as well as wearables devices, smart mobile applications, and smart 

recommender systems, are worth to be conducted[14]. Moreover, these technologies are also frequently used in 

monitoring activities that would affect the health status of an individual, like measuring heart rate during physical 

activities and monitoring sugar level and blood pressure readings [15], [16].  Hence, a trustworthy intelligent system 

should be able to showcase impressive findings that are related to health based on an individual’s daily routine 

behavior [17], [18].  However, existing studies indicated that that need to be resolved for further improvements and 

these issues represent the loose holes that present in the analytics of life diseases through technology-oriented solutions 

[4], [5].  

 

Thus, the scope of this study includes the exploration of different factors of common diseases that are dependent on 

trusted technologies and identifying the technologies that are commonly used in monitoring the impact of daily 

activities on health. The contributions of this study are summarized below 

1. Critical investigation for early diagnosis of common human life diseases by using the trustworthy intelligent 

units  

2. Knowledge-based learning for evaluation of human life  diseases mining  

3. Discussion on the reliable flow of electronic  health records between online and offline mobile edge devices  

 

2.0 MATERIAL AND METHOD 

 

The next era of trusted healthcare systems has particular attention on defining paradigms that involve high level of 

efficiency in diagnostic results, the robustness of data stream processing, and secure encrypted data transfer. To follow 

up with these defined paradigms, there are a few prerequisite queries for the achievement of next-level trusted 

healthcare systems. These prerequisites are summarized in different research questions (RQ) that were used to search 

for literature that designs trusted next-generation health units.  

 



RQ1: What are the impacts of trusted healthcare systems on early-life diseases? 

RQ2: How to define the inter-dependency of life diseases through technology-oriented healthcare systems? 

RQ3: What are the key parameters for early-life diseases detection?  

 

2.1 Study Identification  

 

Identifying studies for this survey study is a very crucial process. Thus, this process is done by assigning electronic health 

(e-health) identifiers for the collection of recent studies that addressed the issue of early disease detection based on 

technology use.  

 

2.1.1  Keywords 

 
The allocation of e-health identifiers was further enhanced into keywords strings based on different digital tools that are 

used for diagnostic purposes in modern healthcare systems. Below are the highlighted keyword strings. 

1. ‘MRI’ OR ‘X-Ray’ OR ‘ECG’ OR ‘CT-Scan’ 

2. ‘Brian tumor’ OR ‘MRI’ OR ‘CT-Scan’ 

3. ‘Heart diseases’ OR ‘Cardiac diseases’ OR ‘Cardiovascular Diseases’ OR ‘ECG’ 

4. ‘Computerized tomography scan’ OR ‘CT-Scan’ 

 

Subsequently, we add a few technology-oriented diagnostic tools to the search strings: Deep learning models-based, and 

IoT Cloud-based. Below are the combined connection string used for the extraction of relevant studies.  

 

[Deep learning models(MRI’ OR ‘X-Ray’ OR ‘ECG’ OR ‘CT-Scan’) AND (‘Brian tumor’ OR ‘MRI’ OR ‘CT-Scan’) 

AND (‘Heart diseases’ OR ‘ Cardiac diseases’ OR ‘Cardiovascular Diseases’ OR ‘ECG’) AND (‘ Computerized 

tomography scan’ OR ‘ CT-Scan’)] AND [ IoT Cloud based (MRI’ OR ‘X-Ray’ OR ‘ECG’ OR ‘CT-Scan’) AND 

(‘Brian tumor’ OR ‘MRI’ OR ‘CT-Scan’) AND (‘Heart diseases’ OR ‘ Cardiac diseases’ OR ‘Cardiovascular 

Diseases’ OR ‘ECG’) AND (‘Computerized tomography scan’ OR ‘ CT-Scan’)] 

 

Based on the accuracy of current healthcare technologies and tools, the running of further analysis on these studies ' 

identification seems logical. Table 1 presents the existing e-health identifier which is related to the key role of disease 

detection. 

 

Table 1: Key e-Health Identification 

 

E-Health 

Identifier 

Key role References 

Big Data 

Analytics 

Analyzing, managing, and highlighting the correlation between 

different life diseases  

[9], [19]–[22] 

Intelligent 

Systems 

Robust, accurate classification and prediction of different states 

of diseases through different machine-learning techniques 

[2], [3], [23]–

[25] 

IoT Framework Home-based health unit, which supports the doctor-free 

environment for the diagnosis of diseases. 

[1], [8], [23], 

[26]–[29] 

Cloud Computing Process and storage of the huge number of electronic patients 

record with best accessibility for observation   

[1], [19], [26], 

[30]–[32] 

 

2.1.2  Collection Resource 

 
We used five high-impact databanks to extract relevant studies based on the keyword strings on the impact of health and 

trustworthy technology from 1st March 2016 and 29th February 2021. Table 2 represents the summary of the electronic 

databanks. A few examples of technology that have an impact on health and disease detection such as ECG diagnostic 

tool on heart malfunctions, information on brain tumors through MRI scan, and different blood test and tool kits for 

diabetic status and these trusted technology narrates their roles in different diagnostic solutions [33]. In addition, 

trustworthy technology which is used to handle huge electronic health data records, smart wearables devices, and remote 

heart care units require continuous upgrading over some time [34] and resolving the health issues on early disease 

detection is in fact an ongoing task [35]–[37]. 

 

 

 

 



Table 2: Electronic Databanks 

Identifier Databases URL 

DB1 IEEE Xplore http://ieeexplore.ieee.org 

DB2 Springer Link http://link.springer.com 

DB3 Science Direct http://www.sciencedirect.com 

DB4 Scopus https://www.scopus.com 

 

2.2  Data Synthesis  

 

After performing article extraction, the next step is cleansing the articles based on the defined policy. The inclusion 

and omission policy clearly define the extraction of those studies based on goal-oriented for the diagnosis of different 

life diseases. Therefore, the defined policy is constructed to highlight current challenges in the modern healthcare 

system, as well as, help to improve the loose holes seen in current healthcare units. 

 

2.2.1 Inclusion and Omission policy 

 

The extracted articles went through the first filtration process using the inclusion and omission policy. Formation of 

the policy was purely dependent on the technology-disease-oriented studies such as different cardiac status and 

neurological conditions that require a reliable platform for early disease diagnoses. Table 3 narrates the policy of 

inclusion and omission. 

 

Table 3:  Inclusion and Exclusion Policies 

 

                                                              Inclusion Scheme 

ip1 

ip2 

ip3 

ip4 

Experimental studies for diagnosis of different diseases with real-time on non-real-time 

records 

Articles highlighted life risky different cardiac and neurological states 

Articles highlighted reliable and intelligent healthcare systems for the diagnosis of 

different diseases   

Health protocol-oriented studies  

                                                               Omission Scheme 

op1 

op2 

op3 

op4 

Studies highlighted unclear results or finding 

Studies least discussed the technology parameters 

Articles without proper analysis of technology and diseases 

Experimental clinical studies without ethical approval  

 

3.0 QUALITY APPRAISAL 

 

The selected articles underwent another filtration stage which was based on the quality assessment to obtain relevant 

literature based on the quality assessment queries (Table 4). Additionally, all clinical studies[38], [39] were also 

assessed and focused on the ethical standards, as well as, medical recommended standards such as health protocol for 

diagnostic solutions, and more importantly, fulfilling the concept of intra-patients because the accurate diagnosis of 

different kinds of daily human life diseases for outside of clinic patients are deemed as a challenging task. Also, from 

the technical point of view, end-to-end reliable transmission of patients using electronic records either online system 

or offline system has been considered the second challenging task [30]. Therefore, all the selected articles from the 

above-mentioned policy need to undergo a thorough quality assessment process, and Table 4 highlights the assessment 

key statements. To stratify the quality statements of each article, we used the format of maximum followed (Max) 

average followed (Avg), and minimum followed (Min). 

 

Table 4:  Assessment Quality 

 

Quality Assessment statements 
Check point 

Max Avg Min 

Reliability measurement in e-heath records  
   

Follows the health protocol for diseases diagnosis   
   

Trusted Healthcare unit dependencies between online 

and offline states  

   

Diseases diagnostic solution for Intra-patients   
   

http://ieeexplore/
http://link/
http://www/
https://www/


The manifesto of this study was to trace the factors of trusted high-impact technologies which still have some margin 

for further improvement. Figure 2 represents the summary of studies' selection processes with the inclusion of the two 

rectification stages. At the initial process, the identification of the studies was done based on keywords of common 

human life diseases and technology used in the diagnosis of these diseases. 40 different studies of technology-oriented 

life disease detection were extracted from different databases namely, IEEE Xplore, Springer, Science Direct, and 

Scopus. Next, we employed the inclusion and omission policy to the selected articles and we managed to rectify 26 

articles. These 26 studies were further rectified through quality assessment statements, from which 19 articles were 

extracted. Finally, based on these 19 articles further mapping of the RQs were established according to the context 

and objective of this study. Subsequently, these studies were classified and reported in terms of key findings, and the 

key findings are discussed in the perspective of different challenges and future opportunities. The short outcomes of 

this study are highlighted below: 

 

1) Exploring the impact of trustworthy intelligent healthcare systems in the context of early detection of life 

diseases.   

2) Highlighting the challenges which are faced in current healthcare systems. 

 

Highlighting the taxonomical view of intelligent healthcare systems for an intra-patient hospital setting. 

 

 

 
 

Fig. 2: Extraction of high-quality udies 

 

4.0 QUALITATIVE MEASUREMENT AND DEMOGRAPHICAL VIEW 

 

The significance of the selected studies was analyzed in the context of bibliometric measurements. These studies were 

recorded according to their past track citations record and subsequently matched according to the three defined RQs. 

Table 5 narrates the bibliometric information of selected articles as well as the matching up according to the RQs. 

 

 



Table 5: Bibliometric Information of Selected Studies 

 

Std_ID Reference Year Citation 

Count 

Avg. 

Citations 

Count/Year 

RQ1 RQ2 RQ3 

St-1 [40] 2019 97 48.5    ✓    ✓    ✓ 

St-2 [41] 2020 0 0    ✓    ✗    ✓ 

St-3 [42] 2019 6 3    ✓    ✓    ✓ 

St-4 [16] 2017 161 40.25    ✓    ✓    ✗ 

St-5 [24] 2019 15 7.5    ✗    ✓    ✓ 

St-6 [43] 2018 231 77    ✗    ✓    ✓ 

St-7 [23] 2019 9 4.5    ✓    ✗    ✓ 

St-8 [44] 2018 79 26.33    ✓    ✗    ✗ 

St-9 [22] 2019 15 7.5    ✓    ✓    ✓ 

St-10 [28] 2018 20 6.66    ✓    ✓    ✗ 

St-11 [45] 2019 14 7    ✓    ✓    ✓ 

St-12 [12] 2019 2 1    ✓    ✓    ✗ 

St-13 [46] 2017 37 9.25    ✓    ✓    ✓ 

St-14 [47] 2017 89 22.25    ✓    ✓    ✓ 

St-15 [30] 2018 392 130.66    ✓    ✓    ✓ 

St-16 [9] 2016 72 14.4    ✓    ✗    ✗ 

St-17 [8] 2020 0 0    ✓    ✗    ✓ 

St-18 [25] 2020 21 21    ✓    ✗    ✓ 

St-19 [48] 2018 78 26    ✓    ✓    ✓ 

St-20 [57] 2022 55 3.23    ✓     ✗    ✓ 

 

Table 5 represents the construction of bibliometric measurements of 20 studies ranging from 2016 to 2022. The 

bibliometric attributes of this study are, st_id(study id), published year, citation count, average citation count per year, 

and mapped RQs. The ✓ sign narrates the RQs matched up to the satisfied level and ✗ defines the unsatisfactory 

unmapped result.     

 

The tabular representation of the selected studies was helpful for further analysis and discussion. According to Table 

6, the study of st-15[30] is the most cited article in the databank as well as matched all the defined RQs in the domain 

of technology-oriented healthcare systems. St-15 has the highest impact with 392 citations and a 130.66 average 

citation count per year. The second most cited article in the list is st-6[43] with 231 citations and 77 average citations 

count per year. Meanwhile, st-4 [16] highlights the third leading study in the context of citations and mapping up of 

all RQs, with 161 citations and 40.25 average citations per year, clearly reflecting a strong record study. Table 7 

highlights the bibliometric comparison of the selected articles.   

 

Table 6: Publication Venue of Selected Studies 

 

Std_ID Reference RS ES IF 
Quarterly 

(Q) 

St-1 [40] YES NO NO NO 

St-2 [41] NO YES YES YES 

St-3 [42] NO YES YES YES 

St-4 [16] NO YES YES YES 

St-5 [24] NO YES YES YES 

St-6 [43] NO YES YES YES 



St-7 [23] NO YES YES YES 

St-8 [44] NO YES YES YES 

St-9 [22] YES NO YES YES 

St-10 [28] YES NO NO YES 

St-11 [45] NO YES YES YES 

St-12 [12] NO YES YES YES 

St-13 [46] YES NO YES NO 

St-14 [47] YES NO YES YES 

St-15 [30] NO YES YES YES 

St-16 [9] YES NO YES YES 

St-17 [8] NO YES YES YES 

St-18 [25] NO YES YES YES 

St-19 [48] NO YES YES YES 

St-20 [57] YES NO YES YES 

     **RS(Review study),ES(Experimental study),IF(Impact factor) 

 

The effectiveness of Table 6 is analyzed through the attributes of quarterly (Q) and IF. The high level of these attributes 

narrates that the convergent of IoT, cloud computing, machine leaning, and big data analytics are truly integrated in 

digital healthcare unit which mean these technologies are supportable for the detection and prediction of daily life 

diseases. The collective finding of this study narrates that emerging technologies are completely correlated with daily 

life diagnostic solutions. The modern healthcare systems should embody the integral of these emerging technologies that 

supported the parameters of robust, accurate, reliable, and early diagnosis of highly impacted diseases. These 19 selected 

studies are segmented into two categories namely, review studies and experimental studies. These two categories 

explicitly demonstrated how the power of technology-oriented healthcare units such as mobile and intelligent healthcare 

units support the diagnosis of different neurological disorders, cardiac malfunctions, dental issues, and other common 

life diseases. Table 7 shows the demographic of selected review mode studies and Table 8 highlights the demographic 

of selected experimental studies.  

 

Table 7: Demographic of Selected Review Mode Studies 

 

Author Diagnostic 

Application 

Technology Description Map Outcome 

[40] 

 

MRI Deep 

Learning: 

Convolution 

Neural 

Network 

(CNN) 

Extensive level of review the 

medical image analysis with 

different frames od CNN models 

for detection of these diseases 

 

RQ1, 

RQ2 

MRI data processing 

with 

well-trained CNN 

models 

[43] Cardiac and 

neurological 

diseases 

(ECG, EEG, 

EDG) 

 

Deep 

Learning 

Detail review of 53 studies of 

ECG, EEG and EDG. The 

finding of this review indicates 

that, deep learning models are 

performed well on large size of 

datasets 

RQ2, 

RQ3 

Perfect linkage the 

online and offline 

healthcare systems 

[44] General  

Healthcare 

systems 

IoT platform Detail discussion of e-health and 

mhealth via IoT platform 

RQ1 Highlight the 

fragments of efficient   

IoT based healthcare 

systems. 



[22] Medical 

Data  

handling 

Integration of  

Machine 

learning and 

BIG data 

analytics 

Extensive integration analysis of 

machine learning and biomedical 

big data. Moreover, thoroughly 

discuss different Feature 

extraction and, feature selection 

techniques 

RQ1, 

RQ2, 

RQ3 

Integral of machine 

learning approaches in 

medical data analytics 

through versatile set of 

feature extraction and 

selection methods 

[28] 

 

Medical 

Data  

handling 

IoT platform 

inclusion 

cloud 

computing 

and fog 

computing 

 Critical observations on 

different architectural levels, like 

cloud-based architecture of 

healthcare system, fog-based 

architecture of healthcare system 

RQ1 Big data and IoT in 

healthcare system 

[46] General 

lifestyle 

diseases 

during 

pregnancy 

Mobile 

health 

technology: 

IoT platform, 

Cloud 

computing, 

Machine 

learning 

Digital health solution via 

mobile health technology during 

Pregnancy.  

RQ1, 

RQ2, 

RQ3 

1. Perfect mobile app 

for prevention of 

diseases in Pregnancy 

 

2.  Mobile app 

technology for data 

transfer through server 

in case of heart rate 

changes in pregnancy 

[47] 

 

General   

healthcare 

system 

Big data 

analytics 

Detail discussion on smart health 

concept with inclusion of 

intelligent agent, text mining and 

conceptual framework for a big 

data enabled healthcare system 

RQ1, 

RQ2, 

RQ3 

The classic Big data 

based conceptual 

framework healthcare 

system 

[9] General   

healthcare 

system 

Medical data 

analytics of 

 healthcare 

systems 

BIG data issues in context of 

major challenges in the 

healthcare systems that can be 

effectively tackled via recent 

advancement in ICT 

technologies 

RQ1 Narrate the issues of 

medical big data 

analytics 

[57] General   

healthcare 

system 

Edge health 

technology, 

IoMT 

platform, 

Machine 

learning 

Workflow of Intelligent 

healthcare systems with IoMT 

devices and Cloud transfer  

RQ1, 

RQ3 

Highlight the key 

paramters of IoMT 

devices along with 

policies of cloud 

trasnfer 

                     

                                       

Table 8: Demographic of Selected Experimental Mode Studies 

 

Author Diagnostic 

Application 

Technology Description Map Outcome 

[41] Brain Tumor 

Segmentatio

n 

Deep  

Learning and 

IoT 

Brain tumor segmentation 

approach  

through Conditional Radom 

Fields (CRF) and  

heterogeneous CNN and further 

internet of medical things 

(IoMT) 

RQ1, 

RQ3 

Accurate results of 

brain tumor detection 

with technology of 

CNN and IoT 

[42] 

 

MRI for 

Brain  

diseases 

detection 

Deep  

Learning  

Clinical brain studies of 40 

patients: use a novel Deep 

learning model (DL-AdvSS) for 

brain part through MRI.   

RQ1, 

RQ2 

,RQ3 

Efficient result in MRI 

segmentations and 

prediction with use of 

Deep learning model 

[16] ECG  Cloud 

computing 

(Human 

Introduce Smart clothing for 

health monitoring via integration 

 of human and cloud computing 

RQ1, 

RQ2 

Efficient integration of 

cloud computing with 

sensors of ECG 



cloud 

integration) 

[24] MRI Deep 

Learning 

(CNN) via 

Transfer 

Learning 

Classification of brain tumor 

with accuracy of 98% via 

 features-based CNN and 

transfer learning (accuracy 98%) 

RQ2, 

RQ3 

Accurate Brain tumors 

classification via well 

trained CNN transfer 

learning   

[23] MRI Deep  

Learning and 

IoT 

Online brain stroke detection 

through deep learning IoT 

system with accuracy of 100% 

and time taken 0.015s 

 

RQ1, 

RQ3 

High accurate detection 

of tomography images 

[45] Cardiac 

Malfunction 

(ECG) and 

Brian stroke 

(EEG) 

Mobile 

Cloud 

Computing 

(MCC) and 

Machine 

learning: 

Multi-layer 

perceptron 

(MLP)  

Proposed unique MCC 

architecture-based healthcare 

system for detection of stroke 

RQ1, 

RQ2, 

RQ3 

Reliable integral of 

MCC and MLP 

[12] 

 

Dental 

diseases 

IoT platform 

and Deep 

Learning 

(CNN) 

Intelligent dental healthcare 

platform worded on the bases of 

IoT and CNN of deep learning 

models 

RQ1, 

RQ2 

Dental diseases 

prediction via 

intelligent healthcare 

systems inclusion CNN 

model and IoT 

architecture 

[30] General   

healthcare 

system 

IoT Platform, 

Cloud 

computing, 

Fog 

Computing 

 Fog computing approach: Smart 

healthcare system narrates 

considering IoT based edge 

healthcare 

RQ1, 

RQ2 

IoT based edge 

healthcare system 

[8] Brain CT 

image  

analysis 

IoT platform 

and Machine 

learning in 

classification 

IoT based accurate brain CT 

images analysis (accuracy level 

is 98.41%)  

RQ1, 

RQ2 

Reliable IoT platform 

for Analysis 

 

[25] 

General 

Intelligent  

healthcare 

systems 

Quality of 

service (QoS) 

in medical 

data 

processing 

he computation of medical data 

processing in intelligent 

healthcare systems  

with unique QoS 

RQ1, 

RQ3 

Intelligent QoS data 

computation healthcare 

system 

[48] 

 

Cardiac 

diseases 

(ECG) 

Big data, 

Cloud 

computing, 

Machine 

learning 

Big data analytics:  classification 

of ECG signals using machine 

learning techniques on cloud 

computing 

RQ1, 

RQ2, 

RQ3 

Utilize the services of 

cloud computing and 

machine learning 

techniques of cardiac 

diseases classification  

 

5.0 RESULTS AND DISCUSSION 

 

This systematic review is based on the selected high-quality publications from March 2016 to June 2020 in the domain 

of medical data analytics using different technological factors. We noticed that the advancement of current diagnostic 

assessment in life diseases such as MRI for brain tumor detection, cardiac malfunction measurement through ECG 

tool, and diabetic diagnostic tool are dependent on different technologies, such as a huge e-health records through  

machine learning (ML) techniques or reliable IoT structure for the flow of patients information with the help of mobile 

edge cloud computing (MECC) [13], [26], [47]. However, it is observed through literature that there is still some gap 

for further improvement in modern healthcare systems. Therefore, the answers to the defined RQ’s are discovered in 

the selected 19 studies which are the vital step towards reducing the improvement gaps in modern healthcare systems. 

Figure 3 showcased the mapping ratio of each research question. 



 

 
Fig. 3: Map ratio of each research question 

 

RQ1: Accurate disease diagnostic provider 

 

Early diagnosis of different neurological diseases, cardiac malfunction, and human body infected areas through MRI, 

ECG, CT scan diagnostic solutions help to improve human life survival [24], [48]. The upgradation of these diagnostic 

solutions on a timely basis with trusted technology of IoT platforms, MCC, MLP, CNN, and medical data analytics 

appear to be the leading cause for the success of early and accurate detection of diseases, especially neurological 

diseases and cardiac malfunctions[8], [41], [45]. Table 8 and Table 9 narrate the detail of RQ1 that matches the role 

of trusted technologies in different disease diagnostic applications. 

 

RQ2:  Life diseases mining via knowledge-based learning  

 

Accurate estimation of the correlation of different diseases through the diagnostic application of MRI, Brian CT image 

analysis, ECG, and intelligent health monitoring units are quite helpful in the presence of trusted technologies[30], 

[47][48].  Additionally, brain tumor detection and cardiac diseases mining deliver the extraction of different features 

which are processed through MLP, and CNN via trusted IoT-based MCC architecture[8], [45]. The RQ2 mapping is 

clearly reflected in Table 8 and Table 9.    

 

RQ3:  Quality Intelligent computation and reliable flow of e-health records  

 

Trustworthy technology refines the performance efficiency of diagnostic applications via reliability and traceability 

parameters [41], [43]. Smart and digital health is the core diagnostic applications that depend on reliable online 

diseases detection, health quality intelligence via ML techniques, and reliable mobile technologies namely, MCC and 

mobile edge computing(MEC) [23], [25], [45]. However, the progressions of these factors are continuously evolving 

in hybrid form due to the enhancement of daily lifestyle diseases[57]. Table 8 and Table 9 highlighted the details of 

different selected studies mapped with RQ3. 

 

The significance of deep learning models in intelligent diagnostic systems have been highlighted in many studies for 

an example the convolution neural network (CNN)[3], [23], [24]. In figure 4, MRI images have been used to detect 

brain tumor via CNN based intelligent diagnostic system [40]. Moreover, the robustness and reliable factors of these 

intelligent systems are constantly improved through reliable technologies namely, mobile cloud computing (MCC) 

and mobile edge computing (MEC).  



 
 

Fig. 4: Typical CNN based MRI for brain tumor detection [40] 

 

Over the last few decades, digital and smart healthcare systems have largely used the versatile set of technologies for 

diagnosis of different sort of diseases. Current trend of different technology is continuously evolving with different 

sort of uncertainties in lifestyle related diseases. The lifestyle of daily living is the main cause for the development of 

these diseases like sudden cardiac arrest with multiple cardiac malfunctions and neurogenic injuries [39], [49][50], 

[51], and sometimes the life diseases could vary according to different lifestyles. At times unusual lifestyle would 

create uncertainties in context of unique nature of diseases for example extreme mental stress could lead to neuro-

cardiac injuries which may cause sudden human death [39], [52]. Hence, in these uncertain cases the positive responses 

of technology-oriented diagnostic applications could not be utilized and it remains as a challenging task [3], [24]. 

Despite immense contribution of ML, cloud computing, medical Big data analytics, and  IoT platform in diagnosis of 

common life diseases, there are still some areas where further improvement are required especially if we are dealing 

with human with risky diseases [19], [40][53], [54]. Figure 5 highlighted the reliable intelligent digital diagnostic 

system [55].       

 
 

Fig. 5: Smart healthcare system via IoT platform [55]. 

 



Figure 5 in study[55] supports the  intra-patient hospital concept in smart healthcare systems for diagnosis of different 

human diseases through intelligent edge nodes but the margin of improvement still exist in this smart healthcare 

system. Robust and secure synchronization between online-offline edge nodes is still challenge for research 

communities[56]. Modern diagnostic applications for different kind of diseases are based on the integrated emerging 

technologies in healthcare systems[57][58]. The segmentation of selected studies in reviews mode and experimental 

mode shown in respective Table 8 and Table 9 represent the significance of emerging platforms of IoT, cloud 

computing, and ML techniques. The upgraded emerging platforms of the diagnostic tools like MRI, ECG, EEG, and 

general health monitoring units are continuously evolving to conform with the concept of smart health to specifically 

cater the intra-patient hospital settings [16], [43]. Additionally, Table 8 and Table 9 provide useful findings of current 

research areas which are related to the crucial situations of human health like early brain tumor detection, accurate 

prediction of different cardiac malfunctions, and a reliable e-health transfer [2], [22], [40]. The mapping of defined 

RQ’s of this study presented in table 8 and table 9 findings are the actual gain of this study.                                                                                                                

 

5.1  Taxonomical Overview  

 

The core parts of current technology oriented healthcare systems  are the flexibility and scalability that continuously 

evolved  with passage of time. This study delivers a quick review of half decade technologies which involved different 

diagnostic applications for the improvement of human health. Early diagnosis of diseases in intra-patient are highly 

demanded by many specialties of medical professionals[11], [59]. To treat a complex category of diseases or infections 

purely relies on these medical professionals, however, there is still a chance for human error to occur from the medical 

professionals’ side[60]. Hence, it is best to mention that the next generation healthcare requires intelligent and rapid 

validation approaches which would help the medical professionals to treat humans with different type of life diseases 

effectively. Below is the proposed taxonomical overview of next generation healthcare: 

 

1. Decision making Via Decentralized Trusted Technology Platforms.  

2. Diseases Prediction Through Wearable Devices.  

3. Robust Synchronization Between Online and Offline Mobile Edges [61] 

 

6.0 CONCLUSION 

 
The recent advancement of the innovations from the last few decades in different areas of human life disease are due 

to continuous upgradation of the technology. Flexibility and scalability parameters in current healthcare systems are 

regularly evolved with change of time. This systematic review is designed to identify the roles of trustworthy 

technologies platforms for early diagnosis of different diseases especially in the intra-patient setting. In intra-patient 

health sector, trustworthy platforms of technologies are the leading cause of efficient diagnostic solution of daily 

human life diseases. Agility in the evolution of these trusted technologies is purely based on early diagnosis 

requirements of the life diseases. Moreover, mapping of research questions in this systematic review highlighted the 

significance of different technologies platforms in intra-patient setting for early diagnosis of different diseases. 

Finally, the taxonomical overview emphasized in this study could be considered in the future for the formation of 

smart health next generation. 

 

REFERENCES 

 

[1] J. P. Rajan, S. E. Rajan, R. J. Martis, and B. K. Panigrahi, “Fog Computing Employed Computer Aided Cancer 

Classification System Using Deep Neural Network in Internet of Things Based Healthcare System,” J. Med. 

Syst., vol. 44, no. 2, 2020, doi: 10.1007/s10916-019-1500-5. 

[2] J. Dolz, C. Desrosiers, L. Wang, J. Yuan, D. Shen, and I. Ben Ayed, “Deep CNN ensembles and suggestive 

annotations for infant brain MRI segmentation,” Comput. Med. Imaging Graph., vol. 79, p. 101660, 2020, 

doi: 10.1016/j.compmedimag.2019.101660. 

[3] F. Guo et al., “Improving cardiac MRI convolutional neural network segmentation on small training datasets 

and dataset shift: A continuous kernel cut approach,” Med. Image Anal., vol. 61, p. 101636, 2020, doi: 

10.1016/j.media.2020.101636. 

[4] A. M. Gab, A. M. Sarhan, and N. M. Elshennawy, “Edge U-Net : Brain tumor segmentation using MRI based 

on deep U-Net model with boundary information,” Expert Syst. Appl., vol. 213, no. PA, p. 118833, 2023, doi: 

10.1016/j.eswa.2022.118833. 

[5] I. J. C. Heart et al., “Dual versus single energy cardiac CT to measure extracellular volume in cardiac 

amyloidosis : correlations with cardiac MRI,” IJC Hear. Vasc., vol. 44, no. December 2022, p. 101166, 2023, 

doi: 10.1016/j.ijcha.2022.101166. 

[6] J. Ker, L. Wang, J. Rao, and T. Lim, “Deep Learning Applications in Medical Image Analysis,” IEEE Access, 



vol. 6, pp. 9375–9379, 2017, doi: 10.1109/ACCESS.2017.2788044. 

[7] M. A. Mazurowski, M. Buda, A. Saha, and M. R. Bashir, “Deep learning in radiology: An overview of the 

concepts and a survey of the state of the art with focus on MRI,” J. Magn. Reson. Imaging, vol. 49, no. 4, pp. 

939–954, 2019, doi: 10.1002/jmri.26534. 

[8] R. M. Sarmento, F. F. X. Vasconcelos, P. P. R. Filho, and V. H. C. de Albuquerque, “An IoT platform for the 

analysis of brain CT images based on Parzen analysis,” Futur. Gener. Comput. Syst., vol. 105, pp. 135–147, 

2020, doi: 10.1016/j.future.2019.11.033. 

[9] S. Sakr and A. Elgammal, “Towards a Comprehensive Data Analytics Framework for Smart Healthcare 

Services,” Big Data Res., vol. 4, no. May, pp. 44–58, 2016, doi: 10.1016/j.bdr.2016.05.002. 

[10] U. Iqbal, T. Y. Wah, M. H. ur Rehman, M. Bilal, and A. Ahmed, “BD-ECG : Identification of Myocardial 

Infarction in ECG via Behavior Coupling,” in ICISDM ’22: Proceedings of the 6th International Conference 

on Information System and Data Mining, pp. 76–80. 

[11] Y. Kumar, A. Koul, R. Singla, and M. F. Ijaz, “Artificial intelligence in disease diagnosis: a systematic 

literature review, synthesizing framework and future research agenda,” J. Ambient Intell. Humaniz. Comput., 

2022, doi: 10.1007/s12652-021-03612-z. 

[12] L. Liu, J. Xu, Y. Huan, Z. Zou, S. C. Yeh, and L. R. Zheng, “A Smart Dental Health-IoT Platform Based on 

Intelligent Hardware, Deep Learning, and Mobile Terminal,” IEEE J. Biomed. Heal. Informatics, vol. 24, no. 

3, pp. 898–906, 2020, doi: 10.1109/JBHI.2019.2919916. 

[13] L. A. Tawalbeh and S. Habeeb, “An integrated cloud based healthcare system,” 2018 5th Int. Conf. Internet 

Things Syst. Manag. Secur. IoTSMS 2018, vol. 1, pp. 268–273, 2018, doi: 10.1109/IoTSMS.2018.8554648. 

[14] R. Zhou et al., “Prediction Model for Infectious Disease Health Literacy Based on Synthetic Minority 

Oversampling Technique Algorithm,” Comput. Math. Methods Med., vol. 2022, pp. 1–6, 2022, doi: 

10.1155/2022/8498159. 

[15] D. Ravi et al., “Deep Learning for Health Informatics,” IEEE J. Biomed. Heal. Informatics, vol. 21, no. 1, pp. 

4–21, 2017, doi: 10.1109/JBHI.2016.2636665. 

[16] M. Chen, Y. Ma, Y. Li, D. Wu, Y. Zhang, and C. H. Youn, “Wearable 2.0: Enabling Human-Cloud Integration 

in Next Generation Healthcare Systems,” IEEE Commun. Mag., vol. 55, no. 1, pp. 54–61, 2017, doi: 

10.1109/MCOM.2017.1600410CM. 

[17] U. Iqbal, T. Y. Wah, M. Habib Ur Rehman, and J. H. Shah, “Prediction analytics of myocardial infarction 

through model-driven deep deterministic learning,” Neural Comput. Appl., pp. 1–20, 2019, doi: 

10.1007/s00521-019-04400-9. 

[18] V. Ponomariov et al., “Artificial Intelligence versus Doctors’ Intelligence: A Glance on Machine Learning 

Benefaction in Electrocardiography,” Discoveries, vol. 5, no. 3, p. e76, 2017, doi: 10.15190/d.2017.6. 

[19] H. Asri, H. Mousannif, H. Al Moatassime, and T. Noel, “Big data in healthcare: Challenges and 

opportunities,” Proc. 2015 Int. Conf. Cloud Comput. Technol. Appl. CloudTech 2015, 2015, doi: 

10.1109/CloudTech.2015.7337020. 

[20] T. W. Kim, K. H. Park, S. H. Yi, and H. C. Kim, “A big data framework for u-healthcare systems utilizing 

vital signs,” in Proceedings - 2014 International Symposium on Computer, Consumer and Control, IS3C 2014, 

2014, pp. 494–497, doi: 10.1109/IS3C.2014.135. 

[21] S. Nazir, M. Nawaz, A. Adnan, S. Shahzad, and S. Asadi, “Big Data Features, Applications, and Analytics in 

Cardiology - A Systematic Literature Review,” IEEE Access, vol. 7, pp. 143742–143771, 2019, doi: 

10.1109/ACCESS.2019.2941898. 

[22] B. Mirza, W. Wang, J. Wang, H. Choi, N. C. Chung, and P. Ping, “Machine learning and integrative analysis 

of biomedical big data,” Genes (Basel)., vol. 10, no. 2, 2019, doi: 10.3390/genes10020087. 

[23] C. M. J. M. Dourado, S. P. P. da Silva, R. V. M. da Nóbrega, A. C. Antonio, P. P. R. Filho, and V. H. C. de 

Albuquerque, “Deep learning IoT system for online stroke detection in skull computed tomography images,” 

Comput. Networks, vol. 152, pp. 25–39, 2019, doi: 10.1016/j.comnet.2019.01.019. 

[24] S. Deepak and P. M. Ameer, “Brain tumor classification using deep CNN features via transfer learning,” 

Comput. Biol. Med., vol. 111, no. June, p. 103345, 2019, doi: 10.1016/j.compbiomed.2019.103345. 

[25] A. H. Sodhro, A. S. Malokani, G. H. Sodhro, M. Muzammal, and L. Zongwei, “An adaptive QoS computation 

for medical data processing in intelligent healthcare applications,” Neural Comput. Appl., vol. 32, no. 3, pp. 

723–734, 2020, doi: 10.1007/s00521-018-3931-1. 

[26] M. Gusev and A. Guseva, “State-of-the-art of cloud solutions based on ECG sensors,” in 17th IEEE 

International Conference on Smart Technologies, EUROCON 2017 - Conference Proceedings, 2017, no. July, 

pp. 501–506, doi: 10.1109/EUROCON.2017.8011162. 

[27] I. S. M. Isa, M. O. I. Musa, T. E. H. El-Gorashi, A. Q. Lawey, and J. M. H. Elmirghani, “Energy Efficiency 

of Fog Computing Health Monitoring Applications,” Int. Conf. Transparent Opt. Networks, vol. 2018-July, 

pp. 1–5, 2018, doi: 10.1109/ICTON.2018.8473698. 

[28] V. Jagadeeswari, V. Subramaniyaswamy, R. Logesh, and V. Vijayakumar, “A study on medical Internet of 



Things and Big Data in personalized healthcare system,” Heal. Inf. Sci. Syst., vol. 6, no. 1, 2018, doi: 

10.1007/s13755-018-0049-x. 

[29] M. Irfan and N. Ahmad, “Internet of medical things: Architectural model, motivational factors and 

impediments,” in 2018 15th Learning and Technology Conference, L and T 2018, 2018, doi: 

10.1109/LT.2018.8368495. 

[30] A. M. Rahmani et al., “Exploiting smart e-Health gateways at the edge of healthcare Internet-of-Things: A 

fog computing approach,” Futur. Gener. Comput. Syst., vol. 78, pp. 641–658, 2018, doi: 

10.1016/j.future.2017.02.014. 

[31] R. ul Amin, I. Inayat, B. Shahzad, K. Saleem, and L. Aijun, “An empirical study on acceptance of secure 

healthcare service in Malaysia, Pakistan, and Saudi Arabia: a mobile cloud computing perspective,” Ann. des 

Telecommun. Telecommun., vol. 72, no. 5–6, pp. 253–264, 2017, doi: 10.1007/s12243-016-0553-4. 

[32] A. Sharma, T. Choudhury, and P. Kumar, “Health Monitoring & Management using IoT devices in a Cloud 

Based Framework,” in International Conference on Advances in Computing and Communication Engineering 

(ICACCE), 2018, pp. 219–224. 

[33] F. Shi et al., “Review of Artificial Intelligence Techniques in Imaging Data Acquisition, Segmentation, and 

Diagnosis for COVID-19,” IEEE Rev. Biomed. Eng., vol. 14, pp. 4–15, 2021, doi: 

10.1109/RBME.2020.2987975. 

[34] D. Formica and E. Schena, “Smart sensors for healthcare and medical applications,” Sensors (Switzerland), 

vol. 21, no. 2, pp. 1–5, 2021, doi: 10.3390/s21020543. 

[35] M. I. Khan et al., “Tracking vital signs of a patient using channel state information and machine learning for 

a smart healthcare system,” Neural Comput. Appl., vol. 0123456789, 2021, doi: 10.1007/s00521-020-05631-

x. 

[36] A. Kumar, K. Sharma, H. Singh, S. G. Naugriya, S. S. Gill, and R. Buyya, “A drone-based networked system 

and methods for combating coronavirus disease (COVID-19) pandemic,” Futur. Gener. Comput. Syst., vol. 

115, pp. 1–19, 2021, doi: 10.1016/j.future.2020.08.046. 

[37] R. Li et al., “Smart Wearable Sensors Based on Triboelectric Nanogenerator for Personal Healthcare 

Monitoring,” pp. 1–10, 2021. 

[38] G. Lippi, F. Sanchis-gomar, and G. Cervellin, “Chest pain , dyspnea and other symptoms in patients with type 

1 and 2 myocardial infarction . A literature review,” Int. J. Cardiol., vol. 215, pp. 20–22, 2016, doi: 

10.1016/j.ijcard.2016.04.045. 

[39] A. Kerro, T. Woods, and J. J. Chang, “Neurogenic stunned myocardium in subarachnoid hemorrhage,” J. Crit. 

Care, vol. 38, pp. 27–34, 2017, doi: 10.1016/j.jcrc.2016.10.010. 

[40] A. S. Lundervold and A. Lundervold, “An overview of deep learning in medical imaging focusing on MRI,” 

Z. Med. Phys., vol. 29, no. 2, pp. 102–127, 2019, doi: 10.1016/j.zemedi.2018.11.002. 

[41] W. Deng, Q. Shi, M. Wang, B. Zheng, and N. Ning, “Deep Learning-Based HCNN and CRF-RRNN Model 

for Brain Tumor Segmentation,” IEEE Access, vol. 8, pp. 26665–26675, 2020, doi: 

10.1109/ACCESS.2020.2966879. 

[42] H. Arabi, G. Zeng, G. Zheng, and H. Zaidi, “Novel adversarial semantic structure deep learning for MRI-

guided attenuation correction in brain PET/MRI,” Eur. J. Nucl. Med. Mol. Imaging, vol. 46, no. 13, pp. 2746–

2759, 2019, doi: 10.1007/s00259-019-04380-x. 

[43] O. Faust, Y. Hagiwara, T. Jen, O. Shu, and U. R. Acharya, “Deep learning for healthcare applications based 

on physiological signals : A review,” Comput. Methods Programs Biomed., vol. 161, pp. 1–13, 2018, doi: 

10.1016/j.cmpb.2018.04.005. 

[44] F. Firouzi et al., “Internet-of-Things and big data for smarter healthcare: From device to architecture, 

applications and analytics,” Futur. Gener. Comput. Syst., vol. 78, pp. 583–586, 2018, doi: 

10.1016/j.future.2017.09.016. 

[45] Y. Karaca, M. Moonis, Y. D. Zhang, and C. Gezgez, “Mobile cloud computing based stroke healthcare 

system,” Int. J. Inf. Manage., vol. 45, no. November 2017, pp. 250–261, 2019, doi: 

10.1016/j.ijinfomgt.2018.09.012. 

[46] S. B. Overdijkink, A. V. Velu, A. N. Rosman, M. D. M. van Beukering, M. Kok, and R. P. M. Steegers-

Theunissen, “The usability and effectiveness of mobile health technology–based lifestyle and medical 

intervention apps supporting health care during pregnancy: Systematic review,” JMIR mHealth uHealth, vol. 

6, no. 4, 2018, doi: 10.2196/mhealth.8834. 

[47] M. I. Pramanik, R. Y. K. Lau, H. Demirkan, and M. A. K. Azad, “Smart health: Big data enabled health 

paradigm within smart cities,” Expert Syst. Appl., vol. 87, pp. 370–383, 2017, doi: 

10.1016/j.eswa.2017.06.027. 

[48] R. Varatharajan, G. Manogaran, and M. K. Priyan, “A big data classification approach using LDA with an 

enhanced SVM method for ECG signals in cloud computing,” Multimed. Tools Appl., vol. 77, no. 8, pp. 

10195–10215, 2018, doi: 10.1007/s11042-017-5318-1. 



[49] K. Fukuda, H. Kanazawa, Y. Aizawa, J. L. Ardell, and K. Shivkumar, “Cardiac Innervation and Sudden 

Cardiac Death,” Circ. Res., vol. 116, no. 12, pp. 2005–2019, 2015, doi: 10.1161/CIRCRESAHA.116.304679. 

[50] A. Naseer, M. Rani, S. Naz, M. I. Razzak, M. Imran, and G. Xu, “Refining Parkinson’s neurological disorder 

identification through deep transfer learning,” Neural Comput. Appl., vol. 32, no. 3, pp. 839–854, 2020, doi: 

10.1007/s00521-019-04069-0. 

[51] A. Rehman, S. Naz, M. I. Razzak, F. Akram, and M. Imran, “A Deep Learning-Based Framework for 

Automatic Brain Tumors Classification Using Transfer Learning,” Circuits, Syst. Signal Process., vol. 39, no. 

2, pp. 757–775, 2020, doi: 10.1007/s00034-019-01246-3. 

[52] D. Rivero et al., “Nonspecific electrocardiographic abnormalities are associated with increased length of stay 

and adverse cardiac outcomes in prehospital chest pain,” Hear. Lung, vol. 48, no. 2, pp. 121–125, 2019, doi: 

10.1016/j.hrtlng.2018.09.001. 

[53] N. Noreen, S. Palaniappan, A. Qayyum, I. Ahmad, M. Imran, and M. Shoaib, “A Deep Learning Model Based 

on Concatenation Approach for the Diagnosis of Brain Tumor,” IEEE Access, vol. 8, pp. 55135–55144, 2020, 

doi: 10.1109/ACCESS.2020.2978629. 

[54] J. Wan et al., “Reconfigurable smart factory for drug packing in healthcare industry 4.0,” IEEE Trans. Ind. 

Informatics, vol. 15, no. 1, pp. 507–516, 2019, doi: 10.1109/TII.2018.2843811. 

[55] F. Ali et al., “Type-2 fuzzy ontology–aided recommendation systems for IoT–based healthcare,” Comput. 

Commun., vol. 119, pp. 138–155, 2018, doi: 10.1016/j.comcom.2017.10.005. 

[56] H. Wang, H. Yin, and X. Wu, “Research Article A Secure High-Order Gene Interaction Detecting Method for 

Infectious Diseases,” vol. 2022, 2022. 

[57] P. Manickam et al., “Artificial Intelligence (AI) and Internet of Medical Things (IoMT) Assisted Biomedical 

Systems for Intelligent Healthcare,” Biosensors, vol. 12, no. 8, 2022, doi: 10.3390/bios12080562. 

[58] A. Alabdulatif, M. Al Asqah, T. Moulahi, and S. Zidi, “Leveraging Artificial Intelligence in Blockchain-Based 

E-Health for Safer Decision Making Framework,” Appl. Sci., vol. 13, no. 2, 2023, doi: 10.3390/app13021035. 

[59] D. M. El-Sherif, M. Abouzid, M. T. Elzarif, A. A. Ahmed, A. Albakri, and M. M. Alshehri, “Telehealth and 

Artificial Intelligence Insights into Healthcare during the COVID-19 Pandemic,” Healthc., vol. 10, no. 2, pp. 

1–15, 2022, doi: 10.3390/healthcare10020385. 

[60] Senthil kumar.Arunachalam, Somasundaram.Devaraj, and Bhavani Sridharan, “DEEP PERONA–MALIK 

DIFFUSIVE MEAN SHIFT IMAGE CLASSIFICATION FOR EARLY GLAUCOMA AND STARGARDT 

DISEASE DETECTION,” Malaysian J. Comput. Sci., vol. 36, no. 1, pp. 14–39, 2023. 

[61] N. Ambiga and A. Nagarajan, “DETECTION OF BIO ELEMENTS PRESENT IN HUMAN BIOLOGICAL 

TISSUE-TOOTH AND ITS USAGE FOR ELEMENT BIOMETRIC AUTHENTICATION,” Malaysian J. 

Comput. Sci., vol. 20, no. 1, pp. 105–123, 2022. 

 

 
. 

 


