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ABSTRACT 

 
Online social networks have become a necessity to everyone around the world. Particularly, online social networks 

have enabled us to connect to one another regardless of time, for as long as we have social media and social 

networking as platforms for broadcasting information and communicating, respectively. However, this evolution has 

resulted in people possibly committing various cybercrimes, such as cyberbullying. To address this issue, machine 

learning can be utilised to counter cyberbullying in online social networks. Thus, this study proposed a framework 

with a set of features consisting of word and character term frequency–inverse document frequency and word 

embedding by using Word2vec and six types of list terms: profane words, proper nouns, negation words, ‘allness’ 

term, diminisher words and intensifier words. These features were divided into four groups before being fed into the 

linear support vector classifier to train our model using ASKfm as data set in hyperparameter tuning and over-

sampling environment. Results indicated that the proposed framework provided significant outcomes, in which the 

highest percentage of area under curve is 99.24% and F-measure is 97.38% as performed by our trained model. 

Keywords: Classification, Cyberbullying, Feature Extraction, Hyperparameter Optimisation, Machine Learning, 

SMOTE, TF-IDF, Word Embedding 

 

1.0 INTRODUCTION 

 
The Internet and social media have evolved, grown rapidly, and become one of the necessities in daily life [1]. The 

continuing Internet revolution has likewise resulted in the global popularity of social media. The first social media 

site (i.e. Six Degrees) was created in 1997 before blogging sites became popular in 1999 [2]. Kaplan and Haenlein 

defined social media as ‘a group of Internet-based applications that build on the ideological and technological 

foundations of Web 2.0, and that allow the creation and exchange of user-generated content’ [3]. People use social 

media to connect to one another to share expertise, knowledge and opinion amongst social media users; exchange 

information or ideas; increase sales of products and as medium for teaching, amongst others [4]–[7]. On a positive 

note, social media has become a popular socialising tool because people created networks without being limited by 

time and distance [8]. Unfortunately, the advantages of social media are occasionally negated when some people 

engage in illegal online activities or cybercrime, such as cyberbullying [9]. 

 

1.1 Definition of Cyberbullying 

 
Cyberbullying has been given several definitions, including those related to cyberstalking [10]. Cyberstalking is 

defined as ‘stalking other people information to make a false accusation, monitoring, identity theft, threats, and create 

data destruction or manipulation’ [11]. However, some scholars have classified cyberstalking as a type of 

cyberbullying [8], [9], [11]–[13]. Cyberbullying has emerged with the rapid development of social networks [14]. 

Accordingly, cyberbullying has been acknowledged as a serious national health threat, and the US Centers for Disease 

Control and Prevention (CDC) have warned the general public on this issue [10], [15]. Although studies related to 

cyberbullying have provided varying definitions, the following elements have been identified as common 
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characteristics of cyberbullying: use of electronic devices, intent to cause harm, anonymity and publicity [14, 16]. 

Anonymity refers to situations when victims have no idea about the identity of harassers, thereby possibly heightening 

feelings of powerlessness and frustration [17]. Publicity indicates that cyberbullying happens in public social 

networking sites, in which videos, pictures or messages are distributed publicly. A previous study has indicated that 

students admit that the most severe cases of cyberbullying pertain to incidents involving a large and public audience 

[17]. 

 

Although the definition of cyberbullying is similar to that of traditional bullying, the former can be referred to as 

bullying by using  the medium of social networks [18]. Slonje and Smith defined cyberbullying as ‘an aggressive, 

intentional act or behaviour that is carried out by a group or an individual repeatedly and over time through modern 

technological devices such as mobile phones or internet, against a victim who cannot easily defend him or herself’ 

[17]. A. Saravanaraj et al. stated that cyberbullying involves an individual or a group of social networking users 

utilising information and communication technology (ICT) with the intent to harass other users [19]. Patchin and 

Hinduja defined cyberbullying as ‘willful and repeated harm inflicted through the medium of electronic text’ [20]. 

Cyberbullying has also been defined as ‘an aggressive, intentional act carried out by a group or individual, using 

electronic forms of contact, repeatedly and over time against a victim who cannot easily defend him or herself’ [21]. 

Harassers involved in cyberbullying refer to people who bully victims via online social networks, whilst victims refers 

to those targeted by harassers in cyberbullying situations. 

 

The majority of researchers have used the preceding definitions as bases in recognising cyberbullying using three 

main criteria: (i) harassers’ intent towards victims, (ii) repetition of cyberbullying incidents and (iii) strength 

imbalance between harassers and victims. Firstly, cyberbullying is different from face-to-face bullying. Hence, 

harassers’ intention towards victims is difficult to interpret because the related incidents do not show the former’s 

facial expressions (e.g. angry, cynical), voice intonation and body language. Moreover, harassers can take exploit 

using social media to hide their intentions. By contrast, victims may misinterpret the true intentions of harassers [22]. 

Secondly, cyberbullying incidents happen repetitively and severely as harassers could bully other victims. Repetitive 

cyberbullying can have negative implications on victims. For example, if harassers spread fake news related to the 

victims to other social network users, causing embarrassment on the victims’ part, then this type of cyberbullying can 

be categorised as defamation [23]. Generally, when rumours are spread in a telecommunication medium, it is difficult 

to delete and can be accessed by anyone [24]. Thus, before cyberbullying worsens, appropriate actions should be 

taken, such as automatically detecting cyberbullying in social networks. Thirdly, imbalance between harassers and 

victims is difficult to determine when bullying occurs in a telecommunication medium. For example, bullying that 

happens face-to-face may involve harassers being more physically imposing (e.g. taller, more muscular) than victims. 

Hence, physical imbalance is evident. However, imbalance in cyberbullying, particularly in social media, refers to 

scenarios involving harassers with superior technological skills or having the ability to manipulate their identities. 

Consequently, victims may be unable to escape social media harassers [24]. 

 

1.2 Consequences of Cyberbullying 

 
Shafie et al. identified two types of bullying effects (i.e. short- and long-term effects) on victim [25]. Short-term effects 

can be seen from the psychological aspect, such as regular absence in school, deteriorating academic performance and 

attempts at self-harm. In terms of physical effects, victims may experience corpus callosum, which is an abnormal 

condition in the brain that affects vision and memory [26]. Additionally, victims can experience somatic problems, 

such as dizziness, headaches, stomach aches and flu. Long-term effects involve psychological, physical, learning, 

career and social life effects. These effects can be seen when victims become adults with low academic achievements 

and having difficulty managing finances. 

 

Given the preceding negative consequences, cyberbullying detection has become one of the predominant solutions to 

cybercrime. Thus, studies on natural language processing (NLP), such as Al-Garadi et al. (2016), Zhao et al. (2016), 

Van Hee et al. (2018) and Talpur and O’Sullivan (2020), have been conducted to solve this problem in social networks 

[27]–[30]. Despite the extensive research, cyberbullying remains prevalent amongst social network users. The reason 

is that cyberbullying in social networks involving computational linguistics is difficult to identify because this crime 

occurs in a variety of ways in different social networks [28]. Evidently, this matter has become one of the challenges 

in the field of automated cyberbullying detection. 
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1.3 Background of the Study 

 
The current study proposed an improvement in developing a cyberbullying detection model, which focuses on the 

social media platform ASKfm, by using machine learning. This research adopted machine learning to train the 

cyberbullying detection model based on existing data set to predict whether or not a new data set consists of indicators 

of cyberbullying. Supervised learning (instead of unsupervised or reinforcement learning) was implemented because 

the data set was completely labelled in a previous study [28]. To train the model, supervised learning, which is a 

machine learning task, learns a function that maps input to output based on a labelled data set to predict outcomes 

accurately [31]. We extracted content-based features to be fed into an algorithm to develop a predictive model. We 

implemented a linear support vector classifier (SVC). Given our focus on supervised learning, corpus from the social 

media platform ASKfm was used as our data set annotated into two classes: cyberbullying (labelled as 1) and non-

cyberbullying (labelled as 0) [28]. ASKfm, which is a popular Latvian social media platform created in 2010 in Riga, 

Latvia, is a website that enables users to ask any questions without the need to reveal their respective identities 

(anonymous) [32]. We implemented an over-sampling technique called Synthetic Minority Over-sampling TEchnique 

(SMOTE) proposed by Chawla et al. [33]. Hyperparameters of linear SVC was also implemented to develop the most 

efficient model. The current study proposed the following cyberbullying detection model framework: 

 

• We proposed four significant content-based features: term frequency–inverse document frequency (TF-IDF) 

for word and character, pre-trained word embedding using Word2vec and six types of term list: profane 

words, proper nouns, negation words, ‘allness’ term, diminisher words and intensifier words. 

 

• We trained different feature combinations iteratively using linear SVC in four environments: default 

environment, tuned hyperparameter environment only, using SMOTE environment only and a combination 

of hyperparameter tuning with SMOTE environment. 

 

The remainder of this paper is organised as follows. Section 2 presents the related research on cyberbullying detection. 

Section 3 elaborates the methodology. Section 4 reports the result of the exploratory data and experimental analyses. 

Lastly, Section 5 discusses the experimental result and provides the conclusion. 

 

2.0 RELATED RESEARCH 

 
Cyberbullying could happen anywhere and anytime, and this issue is closely related to the safety of people [34]. New 

technology, such as Web 3.0, has popularized social networks, particularly amongst teenagers, and empowered users 

to become anonymous individuals whilst in cyberspace. Additionally, behaviours deviating from normal user habits 

in social networks are considered part of cybercrimes and can be categorised as cyberbullying [35]. To overcome the 

challenge of detecting cyberbullying in social networks, cyberbullying detection models using machine learning, deep 

learning, neural network and NLP have been given serious attention by researchers involved in the security of 

machines [34]. Sources from social media, such as comments, posts, videos or pictures, could be input for data 

analytics and NLP fields and could provide insights into topics of interest [36]. The use of features and classifiers has 

a significant impact on assessing a cyberbullying detection model. 

 

This study used machine learning research because of its success in producing numerous models, tools and algorithm 

when handling a large data set when solving real-world problems [37], [38]. The objective of machine learning is to 

define and identify correlations and patterns of data. Accordingly, model performance is improved by describing 

meaningful correlations and patterns in a training data set to gain knowledge from experience before feeding the model 

with new patterns and correlations of a data set when predicting unseen data [34]. When this concept is implemented 

in supervised machine learning, such as for classification use case, classification task is learned with the help of the 

relevant training data set. 

 

2.1 Features in Cyberbullying Detection 

 
Content-based features are the most widely used features in cyberbullying detection studies in the context of linguistic 

computerisation. Social network users utilise text-based messages to convey cyberbullying; unsurprisingly, profane 

words have been found to be the most widely used feature in cyberbullying detection [39]. Dinakar et al., Kontostathis 

et al. and Nahar et al. produced lexical profane words using external sources, such as noswearing.com1 and 

 
1 https://www.noswearing.com/ 
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urbandictionary.com2 [40]–[42]. However, implementing only profane words as a single feature in cyberbullying 

detection is incapable of considering messages contained in cyberbullying incidents. Yin et al. noted that the use of 

profane words alone does not provide high retrieval (Recall) [43]. The use of cyberbullying keywords as a feature is 

also widely used in cyberbullying detection studies of Mahmud et al., Dinakar et al. and Dadvar et al. [40], [44], [45]. 

Word embedding became popular in cyberbullying detection by implementing Word2vec [46] [47] [48]. The two 

architectures of Word2vec word embedding are continuous bag of words (CBOW) and skip-gram [49]. Several studies 

related to cyberbullying detection have also implemented  TF–IDF [40], [43], [50]. 

 

2.2 Cyberbullying Detection Using Machine Learning 

 
The majority of cyberbullying detection methods have used machine learning techniques to detect cyberbullying. Yin 

et al. (2009) was the earliest to use this technique to incorporate TF–IDF, n-grams, pronoun, profane words and 

polarity as features to train linear kernel SVM [43]. They used three data sets to compare the model performances of 

Kongregate, Slashdot and Myspace. The result from the experiments described TF–IDF is one of the features with the 

most contributions in the model performance when combined with other features. 

 

Chavan and Shylaja [51] implemented machine learning to identify insults and offensiveness in comments on 

cyberbullying incidents in social networking sites. They extracted the following features from the Kaggle data set: n-

grams, frequency of words, TF–IDF, occurrence of pronouns and skip-grams. Additionally, they implemented feature 

selection chi-square to handle numerous features. They likewise adopted two algorithms, namely, SVM and logistic 

regression, in their experiments. The logistic regression achieved 73.76% accuracy, 60% recall and 64.4% precision. 

SVM achieved 77.65% accuracy, 58% recall and 70% precision. Perera and Fernando [52] adopted supervised 

machine learning to detect cyberbullying, specifically by using labelled data set from Twitter. They extracted TF–

IDF, sentiment analysis, profanity and pronoun to be fed into SVM as classifier in their research. Their experimental 

result indicated that the combination of TF–IDF and sentiment features provides the best result amongst others in 

terms of accuracy, precision, recall and FI-measure. 

 

R. Shah et al. [53] implemented machine learning to detect cyberbullying content in Twitter, and adopted five 

classifiers: SVC, logistic regression, multinomial naïve Bayes, random forest and stochastic gradient descent (GSD). 

Word TF–IDF was the only feature used in their study. Their result indicated that logistic regression provides accurate 

classification with 91% precision, 94% recall and 93% FI-measure.  

 

Van Hee et al. [28] extracted five features for implementation in Linear SVC LIBLINEAR: word n-grams (i.e. 

unigrams, bigrams and trigrams), character n-grams, subjectivity lexicon, term lists and topic models. Word n-grams 

(without hyperparameters tuning) and profane words were the baseline of features in this study. Data set from ASKfm 

was collected and annotated using the brat rapid annotation tool (BRAT). A total of 31 combinations of features were 

on 28 hyperparameters sets, and models were evaluated using F-measure. This study will be our benchmark.  

 

TF–IDF, sentiment and n-grams were extracted as features to be trained using SVM and neural network without 

implementation of the resampling technique [54]. Additionally, n-grams were divided into bigrams, trigrams and 

fourgrams. Polarity of sentiment features were extracted using Text Blob library and combined with TF–IDF before 

training the model using the Kaggle data set.  

 

2.3 Cyberbullying Detection Using Deep Learning and Neural Network 

 
Apart from machine learning, other techniques that have been used recently in cyberbullying detection are deep 

learning and neural network. Zhang et al. [55] proposed a novel pronunciation-based convolutional neural network 

(PCNN) to detect cyberbullying in 1313 messages from Twitter and 13 000 messages from Formspring.me. PCNN 

achieved the best result for Formspring.me compared with the two CNN baselines, with 74.00% precision, 45.30% 

recall, 96.80% accuracy and 56.20 F1-measure. PCNN also outperformed all models, such as random forest, SVM, 

multilayer perceptron, J48 decision tree, CNN pre-trained and CNN random. However, precision was slightly less 

compared with CNN random, with differences of approximately 0.3%, in which the Twitter data set resulted in 99.10% 

accuracy, 97.0% recall, 98.90% accuracy and 98.00% F1-measure. 

 

Al-Ajlan and Ykhlef [56] adopted deep learning to detect cyberbullying and proposed a novel algorithm called CNN-

CB that removes feature engineering. CNN-CB is based on CNN. Data set from Twitter was used to perform 

 
2 https://www.urbandictionary.com/ 
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experiments. The results indicated that the proposed method outperformed SVM algorithm, with 95% accuracy 

obtained by CNN-CB. 

 

Iwendi et al. [57] performed an empirical analysis to determine the performance and effectiveness of deep learning 

algorithms in cyberbullying detection. Four deep learning model were adopted in their experiments: bidirectional long 

short-term memory (BLSTM), gated recurrent units (GRU), LSTM, and recurrent neural network (RNN). They 

implemented a data set from the Kaggle repository. The experimental results indicated that BLSTM model performed 

better than RNN, LSTM and GRU in terms of accuracy (82.18%) and F1-measure (88%). 

 

The use of deep learning and neural network in cyberbullying detection is beneficial in effectively detecting 

cyberbullying in social media. Nonetheless, we decided to adopt machine learning technique because deep learning is 

computationally expensive to train and complex models may take time to train. 

 

3.0 METHODOLOGY 

 
A few processes should be done in this study to develop a cyberbullying detection model in ASKfm. This section 

explains the process and experiment setting. Fig. 1 shows the proposed cyberbullying detection framework. 

 

 

Fig. 1: Proposed framework of cyberbullying detection model using the data set from ASKfm 
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3.1 Data Collection 

 
This study used a secondary data set called AMiCA Bullying Cyber Dataset, which was used by [28]. This data set 

was collected from ASKfm from April 2013 to October 2013. Thereafter, the authors [28] turned over the data set to 

annotators to proceed with annotation for each message in the data set using BRAT [58]. Therefore, the data set we 

received are in two formats: (1) text file consisting of original conversation from ASKfm users and (2) annotation file 

comprising messages that have been annotated. Our task is to parse both files and convert them into an eXtensible 

Markup Language (xml) file format to accommodate the implementation during the experiment. Accordingly, we used 

BratReader and altered the coding based on the requirements of our study. BratReader is a Python code for reading 

BRAT repositories and converting text or annotation file format into xml for easy access [59]. Fig. 2 shows the flow 

chart of preparing the data set from the text and annotation files into an xml format before we convert into comma-

separated values (csv) file for data cleaning. Lastly, the data set consisted of 113 021 messages (posts) after undergoing 

the data preparation process, as shown in Fig 3. Messages that declared or have indication of cyberbullying were 

annotated as cyberbullying and those without indication of cyberbullying were annotated as non-cyberbullying.   

 

 

 
 

Fig. 2: Preparation of the data collection into .xml format 
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Fig. 3: Screenshot of the ASKfm data set 

 

3.2 Data Cleaning 

 
Data cleaning is one of the important components of modelling the predictive model by using machine learning. This 

process refines our data quality by removing noise, errors and inconsistent data in the data set [60], [61]. We performed 

data cleaning prior to conducting data pre-processing process. The four steps involved in this process are shown in 

Fig. 1, in which the first step was adopted from [62] to detect misspelled words and implement corrections by mapping 

the abbreviation dictionary. The abbreviation dictionary was compiled from two external sources; Netlingo3 and 

Slangit4. Thereafter, uniform resource locator (URLs), numbers and whitespaces were removed from the data set. 

 

3.3 Data Pre-Processing 

 
Prior to the subsequent data splitting, data pre-processing should be conducted by performing two important steps in 

text processing: tokenisation and lemmatisation. Library for machine learning in Python (i.e. scikit-learn) was used to 

integrate algorithms, and natural language toolkit (NLTK) was utilised to process the data set. We used NLTK to 

implement word_tokenize for splitting messages into each word. After all words have been tokenised, lemmatisation 

followed to find the lemma of each word according to its context and meaning by implementing NLTK 

WordNetLemmatizer. To enhance our understanding, we visualised the steps for data pre-processing in Fig. 4. Table1 

shows an example of data pre-processing involving tokenisation and lemmatisation. 

 

 
 

Fig. 4: Visualisation of data pre-processing steps that occurs in the scikit-learn library 

 
3 https://www.netlingo.com/acronyms.php 
4 https://slangit.com/terms/social_media-all 

https://www.netlingo.com/acronyms.php
https://slangit.com/terms/social_media-all
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Table 1: Example of output for data pre-processing 

 

Index Post Tokenization Lemmatization 

1 Im going to bed 

 

[‘im’, ‘going’, ‘to’, ‘bed’] [‘im’, ‘go’, ‘to’, ‘bed’] 

2 I actually cant even cried [‘I’, ‘actually’, ‘cant’, ‘even’, 

‘cried’] 

[‘I’, ‘actually’, ‘cant’, 

‘even’, ‘cry’] 

 

3 My boyfriend Who are 

you dating 

[‘My’, ‘boyfriend’, ‘Who’, ‘are’, 

‘you’, ‘dating’] 

[‘My’, ‘boyfriend’, 

‘Who’, ‘be’, ‘you’, 

‘date’] 

 

4 What is the most 

expensive thing you’ve 

ever bought? 

[‘What’, ‘is’, ‘the’, ‘most’, 

‘expensive’, ‘thing’, ‘you’, ‘’ve’, 

‘bought’, ‘?’] 

[‘What’, ‘is’, ‘the’, 

‘most’, ‘expensive’, 

‘thing’, ‘you’, ‘’ve’, 

‘buy’, ‘?’] 

 

5 Name any things that 

make you smile? 

[‘Name’, ‘any’, ‘things’, ‘that’, 

‘make’, ‘you’, ‘smile’, ‘?’] 

[‘Name’, ‘any’, 

‘things’, ‘that’, ‘make’, 

‘you’, ‘smile’, ‘?’] 

 

 

3.4 Data Splitting 

 
In machine learning, data are split into two parts using rule of thumb: train and test data sets. This study split the data 

into 90% train data and 10% test data set by implementing train–test split in scikit-learn for evaluating the linear SVC 

performance. Given that the data set used in this experiment is secondary data set, which were collected and 

implemented by [28], we follow the  data splitting ratios from the aforementioned research. 

 

3.5 Feature Extraction 

 
Feature extraction is one of the crucial parts in machine learning modelling because the performance of classifier 

depends on features used during the classification process [63]. The current study chose four types of features in the 

category of content-based features only for a comparison of the model performance evaluation before we proceed and 

integrate another feature category (e.g. sentiment or user feature in a future study).  Feature will be extracted from raw 

data set, converted into a vector of token and represented in matrix form. The total features extracted is 12,095. The 

following features were extracted after pre-processing in this study. 

 

1. Word TF–IDF: TF–IDF is important in measuring a word to a document in a data set. Word TF–IDF is 

amongst the features that have been used in cyberbullying detection since 2009. On the basis of state-of-the-

art cyberbullying detection, word TF–IDF could enhance the performance of the cyberbullying detection 

model. Thus, we extracted 3131 TF-IDF in word-level feature in n-grams (i.e. ranging from unigrams, 

bigrams to trigrams) to calculate the weighting terms by importance. 

 

2. Character TF–IDF: As word TF–IDF, 5714 TF–IDF character-level features were extracted with crossing 

word boundaries (char_wb) in n-grams ranging from bigrams, trigrams to fourgrams. Tfidfvectorizer in 

scikit-learn was used to encode the data set into the TF–IDF matrix. Character level in TF–IDF weighting is 

one of the features in the current study because it could contribute a good percentage in evaluation 

performance based on spelling diversification [28]. This feature was also used to determine the arrangement 

between characters because current social media users constantly use word abbreviations in their writing 

style. 

 

3. Word embedding: In NLP tasks, machine learning algorithms depend on word embedding. Thus, we also 

made word embedding one of the features to convert the text for each message in the data set to numeric 

form [63]. We used pre-trained Word2vec5 for word embedding feature extraction with 300 dimensions. 

Features were extracted by calculating the vector average of words in each post. We calculated that each 

 
5 https://code.google.com/archive/p/word2vec/ 
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message Word2vec is one of the word embedding techniques for NLP published in 2013, and used a neural 

network model to learn word from a corpus [64].  

 

4. Term list: By adopting features used in [28], [65], we extracted six categories of features called term lists, 

which are derived from one binary feature. All redundant terms were discarded and only 2950 unique terms 

were listed. 

  

• Profane words: We used two external sources consisting of curse word lexicon6 and Google 

profanity list7 for the assembled profane words in a dictionary. Curse word lexicon and Google 

profanity list contain 1383 and 458 words, respectively. After removing redundant words, our 

final dictionary contained 1681 words.  

• Proper noun: By using NLTK called entity recognition, we extracted the features of proper 

nouns contained in the ASKfm data set. The total number of proper nouns is approximately 

974. 

• Negation words: The use of negation words, such as no, without, never or nothing, in a 

sentence may alter the direction and meaning of such a sentence. Hence, we included negation 

words as our feature in cyberbullying detection. We assembled negation words according to 

[66], [67], and the total number of negation words listed was approximately 42 words. 

• ‘Allness’ terms: According to [68], people constantly express their emotions through speaking 

and writing to attract attention from others. They tend to use terms with no limits, such as 

always, everything, completely and no more. Accordingly, we extracted ‘allness’ terms to detect 

cyberbullying in ASKfm, and 210 terms were collected from two external sources and one 

article: List of Absolutes8, Grammar: Absolute Words9 and [69]. 

• Diminishers: Diminisher is a term that could be used to turn the direction of sentiment in a 

sentence. Example of diminisher terms are bit, few, quiet and some. We implemented 35 terms 

of diminisher from [67] as our features to be adopted in the experiments.  

• Intensifiers: In linguistics, an intensifier is one of the lexical categories and an adverb, such as 

terribly, ridiculously, pretty and rather. It highlights, intensifies and down tones another 

adverb, verb or adjective in any sentence [70]. Thus, we compiled 82 terms of intensifier from 

One Minute English10, Learn English British Council11 and [67]. 

 

3.6 Classification 

 
SVM is one of the supervised learning models in machine learning and amongst the most popular algorithms used for 

classification in detection as task for NLP. SVM learns the algorithms to analyse data, works well with high-scale 

dimensional data and is sensitive to hyperparameter optimisation because it is able to change abruptly whilst working 

[39][71]. SVM is one of the algorithms in machine learning technique, such as classification, and is suitable for 

cyberbullying detection to predict whether or not the text used in ASKfm contained cyberbullying. When we extracted 

features from the text, it will turn into high-scale dimensional data depending on the data set size. SVM also performs 

exceptionally under different conditions, such as types of feature used and percentage of missing data [39]. State-of-

the-art cyberbullying detection shows that SVM is one of the best classifiers used in experiments and is able to develop 

efficient predictive model [39]. Furthermore, experiments in the current study aim to classify two classes between 

cyberbullying and non-cyberbullying. To perform binary classification in our experiments, we used linear SVC, which 

we implemented based on LIBLINEAR [28], [72]. Linear SVC was chosen as classifier in this study because it 

performs faster compared with linear kernel and Gaussian kernel, which were implemented in LIBSVM. Thus, the 

advantage of linear SVC is its speed of training and predicting data [73]. Linear SVC is one of the functions in the 

SVM module in scikit-learn, and fits the data by finding the best linear hyperplane separating classes with the 

maximum margin, as shown in Fig. 5 [73].  

 

 
6 https://www.cs.cmu.edu/~biglou/resources/bad-words.txt 
7 https://code.google.com/archive/p/badwordslist/downloads 
8 http://nomistakespublishing.com/writing-resources/list-of-absolutes/ 
9 https://kddidit.com/2015/04/20/grammar-absolute-words/ 
10 https://oneminuteenglish.org/en/list-intensifiers/ 
11 https://learnenglish.britishcouncil.org/english-grammar-reference/intensifiers 
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Fig. 5: 2D plot of linear SVC using Python 

 

 

3.7 Imbalance Class Distribution 

 
Fig. 6 shows the distribution of the ASKfm data set using a statistical graph. As shown in Fig. 6, our final data set is 

approximately 113 021 (i.e. data set annotated as cyberbullying, 5375; and non-cyberbullying, 107 646). Evidently, 

the data set is imbalanced with the percentages of cyberbullying and non-cyberbullying approximately 4.76% and 

95.24%, respectively, which is a moderate imbalanced data set. The annotation percentage of the ASKfm data set is 

shown in Fig. 7.  

 

 
 

Fig. 6: Distribution of the ASKfm data set 

 

 
 

Fig. 7: Percentage of distribution of the ASKfm data set 
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Real-world data are constantly imbalanced for classification problem, such as spam, fraud detection and churn 

detections. Data provided to algorithms are typically imbalanced and lead to poor model performance evaluation. 

Imbalanced distribution of data means class samples are biased or skewed [33], [74]. Given that our data set is biased 

between two classes, namely, cyberbullying (annotated as 1) and non-cyberbullying (annotated as 0), we implemented 

over-sampling SMOTE. This selection is based on the cyberbullying detection experiments conducted by Al-Garadi 

et al. [27], showing that over-sampling SMOTE improves classifier performance. However, under-sampling was not 

used in our study because this technique down sized the major class randomly, which may risk eliminating the 

important data set [75]. SMOTE generates synthetic minority class samples in the training data set before training the 

algorithm. Table 2 shows the training data before and after applying SMOTE. 

 

Table 2: Training data before and after applying SMOTE 

 

SMOTE Data Annotation Total Training Data 

Before Over-Sampling 1 (cyberbullying) 4820 

0 (non-cyberbullying 96 898 

 

After Over-Sampling 1 (cyberbullying) 96 898 

0 (non-cyberbullying 96 898 

 

 

3.8 Hyperparameter Optimisation 

 
Fundamental task in machine learning system is setting hyperparameter to optimise the performance of the developed 

model [76], [77]. Technically, hyperparameter tunes machine learning model using the training data to obtain a set of 

hyperparameter to determine the minimum error on testing data. Hyperparameter optimisation is important because 

the implementation of hyperparameter tuning results in an effortless development of machine learning models [76]. 

Prediction model performance can be improved with the hyperparameter tuning model [77]. Grid search is a well-

known method for fine-tuning the best parameters for various machine learning algorithms. Particularly, grid search 

uses cross-validation to guide the performance metrics. Grid search is an exhaustive search that can be used to find 

the best hyperparameter values. It can create a model that generates each parameter combination whilst also storing 

each model combination. This grid search can help save time and resources. Thereafter, the classifier models are built 

using the tuned parameters. Test data are applied to the proposed model with the tune hyperparameter once the 

classification model is generated before the test data performance is evaluated. Instead of blind search, it requires a 

lengthy process and large memory. Each iteration in informed search learns from the previous one. However, all 

modellings in grid search are done simultaneously, in which the best one is chosen. Grid search would be faster 

compared with informed and blind searches. The current study performed the hyperparameter of linear SVC in grid 

search for the comparison in the experiments. Grid search used library function from scikit-learn GridSearchCV to 

help in the loop through the predefined hyperparameters and fit the estimator on the training data set, resulting in the 

best hyperparameters of linear SVC. [78]. Table 3 lists the hyperparameters of the linear SVC used. 

 

Table 3: Hyperparameters of linear SVC 

 

Key Description Value 

C Error term penalty 0.1,1 

 

Class_weight Set penalty C of class i balanced 

 

Max_iter Iteration number that needs to be ran 120 000 

 

Loss Loss function where ‘hinge’ is 

standard SVM loss and 

‘squared_hinge’ is square of hinge 

loss 

 

hinge, squared_hinge 

Multi_class For better accuracy Ovr, crammer_singer 
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 3.9 Experimental Setup 

 
We ran large-scale sets of experiments to evaluate the linear SVC performance towards the development of a 

cyberbullying detection model via ASKfm. Linear SVC was trained and tested in different experimental settings. 

Firstly, the experiments were conducted in four settings: default, hyperparameter optimisation, SMOTE and 

hyperparameter + SMOTE. Secondly, we mapped each feature to indicator as shown in Table 4. Thereafter, the power 

sets (except for the empty set) of the four features {A, B, C, D} were used to train the linear SVC. Therefore, 60 

training and test trials were performed. In Subsection 4.2, the results of all feature sets will not be reported owing to 

space limitation. Amongst the feature sets consisting of a single feature (i.e. {A}, {B}, {C}, {D}), only the result of 

the best one will be reported. Similarly, we will report the results of the best feature sets amongst the combination of 

two, three and four (all) types of features. All experiments were conducted in a controlled environment, in which all 

data were analysed on a single machine to ensure consistency in the results. The configurations of the hardware and 

software are presented in Table 5. 

 

Table 4: Feature mapping for Tables 7, 8, 9 and 10 

 

Feature Indicator 

Word TF-IDF A 

Character TF-IDF B 

Word Embedding C 

Term List D 

 

Table 5: Information of hardware and software components used in the current study 

 

Component Information 

Random Access Memory (RAM) Intel Core i7 

Central Processing Unit (CPU) 24GB 

Operating System (OS) 64-bit Window 10 

Python Version 3.8 

 

4.0 RESULTS 

 
This section presents two results of our exploratory data and experimental analyses of cyberbullying detection. 

Exploratory data analysis elaborated data set distribution, whilst experimental analysis presented the experiments 

conducted as explained in the experimental setup.  

 

4.1 Exploratory Data Analysis 

 
W. Tukey explained that the definition of data analysis includes several important aspects involving procedures in 

analysing data, techniques for interpreting the results of the procedure, data collection planning to obtain accurate 

results and involvement of statistical mathematics [79]. Therefore, the first step before starting any experiment is to 

understand the characteristics of the data used. This study is known as exploratory data analysis, which is a data 

science process involving the conduct of a preliminary investigation of the collected data. Exploratory data analysis 

is also one of the methods in manipulating data sources to obtain answers for the research conducted.  

 

A word cloud is a visual presentation of text processing to show a collection or cluster of specific word frequencies 

used in a corpus, in which words with high usage frequencies will be labelled as large and presented in boldface with 

different colours [80]. Tessem et al. stated that the smaller the displayed lexicons, the less frequency that a word is 

used [80]. Fig. 8 presents a visualisation of a word cloud for a data set annotated as cyberbullying, in which the 

majority of the words were profane words, such as fuck, assno, fucking, bitch, and hate, used during conversations in 

ASKfm. Word frequency is visualised in the form of a bar graph, as shown in Fig. 9. Additionally, Fig. 9 shows that 

the majority of the word usage frequencies found in the 5375 messages annotated as cyberbullying were profane 

words, such as fuck (864), assno (479), fucking (393), bitch (366), ugly (287), hate (282), shit (275), cunt (196), ass 

(166), slut (165), fat (164), dick (160), stupid (128) and gay (104). Additionally, there were also words that are not 

profane words, including people (309), leave (187), shut (162), life (155), fake (134), question (125) and love (115). 

This analysis further indicated that profane words can be used as one of the features in this study to classify classes 

and build models for cyberbullying detection. 
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Fig. 8: Word cloud visualisation of the ASKfm data set annotated as 1 (cyberbullying) 

 

 
 

Fig. 9: Twenty of the most frequent words in the ASKfm data set annotated as 1 (cyberbullying) 

 

Fig. 10 shows a word cloud based on 107 646 messages that do not indicate cyberbullying. Love, question, likes, 

people and reply are amongst the words often used. Profane words, such as fuck and fucking, are also amongst the 

words displayed in the word cloud. However, these lexicons were not frequently used by ASKfm users in the data set. 

As shown in Fig. 10, love (3757) is the highest frequency word, as visualised in Fig. 11, followed by question (3499), 

likes (3014), people (2323), reply (1917), follow (1560), person (1533), beautiful (1481), pretty (1479), nice (1409), 

time (1291), girl (1284), life (1274), idk (1192), friends (1169), perfect (1164), day (1127), hot (1126), favourite 

(1102), cute (1073) and talk (1047). 

 

 
 

Fig. 10: Word cloud visualisation in ASKfm data set annotated as 0 (non-cyberbullying) 
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Fig. 11: Twenty most frequent words in ASKfm data set annotated as 0 (non-cyberbullying) 

 

 

4.2 Experimental Analysis 

 
Experiments have been running over a 10-fold cross-validation in grid search with different settings. Our data set 

contained imbalanced class distribution between cyberbullying and non-cyberbullying. Thus, we considered area 

under curve (AUC) as our main performance to be evaluated because it is the evaluation metric with impressive 

robustness for evaluating the developed model. AUC can measure the ability of algorithms to differentiate between 

classes and as summary for the receiver operating characteristic (ROC) curve. AUC is generally used in medical 

decision-making, such as evaluating diagnostic tests and predictive model for heart diseases [81], [82]. Additionally, 

we reported other evaluation metrics, such as accuracy, precision, recall and f-measure, to evaluate the effectiveness 

of cyberbullying detection models. These metrics gives different calculations on model performance [83]. Table 5 

shows a confusion matrix for a cyberbullying detection predictive model that can derive accuracy, precision, recall, f-

measure and AUC [84]. 

 

Table 6: Confusion matrix of cyberbullying classification 

 

 Predicted 

Cyberbullying (+) Non-Cyberbullying (-) 

Actual Cyberbullying (+) a c 

Non-Cyberbullying (-) b d 

 

 

Table 5 shows an n × n confusion matrix, where n = 2, with the following meanings for each entry: 

 

• a: Number of positive cyberbullying predictions that are true; 

• b: Number of positive cyberbullying predictions that are false; 

• c: Number of negative non-cyberbullying predictions that are false and 

• d: Number of non-cyberbullying predictions that are true. 

 

 

Classification accuracy is a metric that measures a classification model’s performance by dividing the number of 

correct predictions by the total number of predictions. Measurement of accuracy is important because inaccuracies in 

results may be caused by faulty equipment or poor data processing. In this study, model accuracy can be defined as 

the ratio of the correct predictions of cyberbullying to the total number of predictions [84]. Mathematically, it can be 

defined as follows: 

 

Precision is the ratio of cyberbullying predictions that are true to the total number of true cyberbullying and false 

cyberbullying predictions [85]. That is, precision is a measurement of messages that correctly identifies to contain 

cyberbullying incidents out of all messages that actually contains cyberbullying incidents. Mathematically, it can be 

defined as follows: 
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In binary classification, recall is also known as sensitivity. Recall is the ratio of cyberbullying predictions that are true 

to the total number of cyberbullying predictions that are true and non-cyberbullying predictions that are false [85]. 

Recall provides true positive rate (TPR), which is a measure of models correctly identifying true positive. For example, 

for messages containing cyberbullying incidents, recall provides the number of messages that are correctly identified 

as containing cyberbullying incidents. Mathematically, it can be defined as follows: 

 

An F-measure is the average of precision and recall [86]. F-measure score ranges from 1 (greatest) to 0 (worst). A low 

F-measure score indicates a lack of precision and recall. Mathematically, it can be defined as follow: 

 

The AUC value varies from 0 to 1; the greater the AUC, the better. The AUC graph provides the false positive rate 

(x-axis) versus true positive rate (y-axis) for a variety of candidate threshold values ranging from 0.0 to 1.0. For each 

conceivable cut-off, the AUC curve depicts the relationship between sensitivity and specificity. The AUC curve is a 

graph that includes the following information [85]: 

 

4.2.1  Result of Linear SVC with Default Experiments Setting 

 
Linear SVC was used to conduct 15 experiments using all proposed features in default setting (i.e. without tuned 

hyperparameters and over-sampling SMOTE). Table 7 shows only the highest AUC percentage score for each setting 

to minimise spaces. For the training data set, the AUC results were between 91.06 and 98.02, with the percentages of 

the F-measure between 41.05 and 70.33. The best feature group with the highest AUC is 98.02 with an F-measure of 

66.22. For the testing data set, the highest AUC percentages between 89.33 to 96.57 and F-measure between 36.12 

and 56.21. Thus, the best feature group for default setting is word TF–IDF, character TF–IDF and word embedding. 

We can hypothesise that these three features have strong features compared with others in the default setting. The 

testing data set results showed that the trained model generalise well to the new data despite differences between the 

F-measure and the AUC testing and training data sets at approximately 10.01% and 1.45%, respectively. 

 

 

Table 7: Performance evaluation of linear SVC for the training and testing data sets (%) according to different 

metrics (A: accuracy; P: precision; R: recall; F1: F-measure and AUC: area under the ROC curve) under default 

experiment setting 

 

Feature Training Dataset Score (%) Testing Dataset Score (%) 

A P R F1 AUC A P R F1 AUC 

One feature: A 96.24 79.94 27.61 41.05 91.06 94.89 75.12 19.62 36.12 89.33 

Two features: A + B 97.40 85.93 53.73 66.12 97.97 96.51 74.77 43.78 55.23 93.37 

Three features: A + B + C 97.39 85.80 53.92 66.22 98.02 96.57 75.23 44.86 56.21 96.57 

Four features: A + B + C + D 97.64 87.17 58.94 70.33 97.64 96.47 72.81 44.86 55.52 93.11 

4.2.2  Result of Linear SVC with SMOTE Experiment Setting 

 
We over-sampled the minority class in the training data set to control for the imbalanced data distribution by using 

SMOTE. We ran linear SVC in sets of experiments and we only reported the four best AUC and F-measure for each 

of the feature group. Table 8 shows the range of AUC between 98.31 and 99.18, whilst F-measure was between 94.57 

and 97.14 in the training data set. Additionally, the ranges of AUC and F-measure for testing data set were between 

92.36 to 92.68 and 45.83 to 47.98, respectively. In summary, all features in the training data set have good 

performance. However, only the features character TF-IDF and word embedding showed the most significant 

performance in the testing data set. After over-sampling the minority class in the training data set, the models 

performed better compared with the training data set in the default experiment setting. This resulted showed that the 

linear SVC model generalised well after both class distributions were balanced. However, we used the original unseen 

data without applying SMOTE in the testing data set because the aforementioned data are not valid for testing purposes 

(i.e. testing data should only contain real data). 

 

Table 8: Performance evaluation of the linear SVC for the training and testing data sets (%) according to different 

metrics (A: accuracy; P: precision; R: recall; F1: F-measure and AUC: area under the ROC curve) under the SMOTE 

experiment setting 
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Feature Training Dataset Score (%) Testing Dataset Score (%) 

A P R F1 AUC A P R F1 AUC 

One feature: B 94.48 93.13 96.05 94.57 98.31 91.38 33.15 74.23 45.83 92.68 

Two features: B + C 94.82 93.45 96.39 94.90 98.46 91.57 33.50 72.80 45.88 92.68 

Three features: A + B + C 96.91 95.19 98.82 96.97 99.13 92.36 35.76 69.91 47.98 92.43 

Four features: A + B + C + D 97.01 95.16 98.98 97.14 99.18 92.50 36.93 79.48 47.11 92.36 

 

4.2.3  Result of Linear SVC with Hyperparameter Optimisation Experiment Setting 

 
We ran 15 set experiments of linear SVC with hyperparameter optimisation to determine the most significant feature 

group to improve the performance of algorithms. Setting of hyperparameters is shown in Table 3. Moreover, different 

combinations of linear SVC hyperparameters were ran iteratively on different features to determine the most 

significant combination of hyperparameters. Table 9 compares the performance evaluation of the training and testing 

data sets based on five metrics. In the training data set, AUC has varied scores between 97.54 and 98.92, whilst F-

measure has varied scores between 50.72 and 63.16. AUC percentages in the testing data varied between 92.37 and 

93.17.  F-measure varied between 42.60 and 46.72. The best AUC is 98.92 in the training data set for all features with 

F-measure at 63.16. However, in testing data set, 92.51% of AUC based on character TF-IDF and term list features 

with F-measure around 44.72%. 

 

Table 9: Performance evaluation of the linear SVC for the training and testing data sets (%) according to different 

metrics (A: accuracy; P: precision; R: recall; F1: F-measure and AUC: area under the ROC curve) under the 

hyperparameter optimisation experiment setting 

 

Feature Best Hyperparameters Training Dataset Score (%) Testing Dataset Score (%) 

A P R F1 AUC A P R F1 AUC 

One feature:  

B 

C: 1,  

class_weight: balanced,  

loss: squared_hinge,  

max_iter: 120000,  

multi_class: ovr 

91.27 34.62 94.81 50.72 97.54 89.77 29.40 77.30 42.60 93.17 

Two features:  

B + D 

C: 1,  

class_weight: balanced,  

loss: squared_hinge,  

max_iter: 120000,  

multi_class: ovr 

92.43 38.11 95.87 55.54 98.03 91.00 31.70 75.86 44.72 92.51 

Three features:  

A + B + D 

C: 1,  

class_weight: balanced,  

loss: squared_hinge,  

max_iter: 120000,  

multi_class: ovr 

94.41 45.86 98.96 62.67 98.90 91.90 34.45 72.07 46.62 92.44 

Four features:  

A + B + C + D 

C: 1,  

class_weight: balanced,  

loss: squared_hinge,  

max_iter: 120000,  

multi_class: ovr 

94.53 46.38 98.42 63.16 98.92 91.95 34.61 71.90 46.72 92.37 

4.2.4  Result of Linear SVC with Hyperparameter Optimisation and SMOTE Experiment Setting 

 
Table 10 shows the best result of the model performance when we ran 15 sets of experiments in the hyperparameter 

optimisation and SMOTE setting. In the training data set, the best model performed when implementing all features 

with AUC 99.24 and F-measure 97.38. In the testing data set, the best model performed when implementing word TF-

IDF, character TF-IDF and word embedding with AUC of 92.43 and F-measure of 47.32.  
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Table 10: Performance evaluation of the linear SVC for the training and testing data sets (%) according to different 

metrics (A: accuracy; P: precision; R: recall; F1: F-measure and AUC: area under the ROC curve) under the 

hyperparameter optimisation and SMOTE experiment setting 

 

Feature Best Hyperparameters Training Dataset Score (%) Testing Dataset Score (%) 

A P R F1 AUC A P R F1 AUC 

One feature:  

A 

C: 1,  

class_weight: balanced,  

loss: hinge,  

max_iter: 120000,  

multi_class: crammer_singer 

86.84 82.18 94.09 87.73 93.12 78.65 15.72 76.76 26.09 85.38 

Two features:  

A + B 

C: 1,  

class_weight: balanced,  

loss: squared_hinge,  

max_iter: 120000,  

multi_class: ovr 

96.84 95.20 98.64 96.89 99.13 92.55 36.50 69.91 47.96 92.34 

Three 

features:  

A + B + C 

C: 1,  

class_weight: balanced,  

loss: squared_hinge,  

max_iter: 120000,  

multi_class: ovr 

96.91 95.20 98.82 96.97 99.12 92.36 35.76 70.00 47.32 92.43 

Four features:  

A + B + C + D 

C: 1,  

class_weight: balanced,  

loss: squared_hinge,  

max_iter:120000, 

multi_class: ovr 

97.33 95.68 99.13 97.38 99.24 92.71 36.93 68.47 47.98 91.87 

 

5.0 DISCUSSION AND CONCLUSION 

 
Numerous researchers globally have been studying information retrieval and linguistics computerisation. As 

responsible people, we participate to contribute in this endeavour. Thus, this study proposed a systematic framework 

of cyberbullying detection model in machine learning by involving hyperparameter optimisation and SMOTE as over-

sampling technique. Amongst social networks, we used the corpus from ASKfm because there have been cases of 

suicides caused by cyberbullying, as reported in [87]. On the basis of state-of-the-art cyberbullying detection in 

machine learning and NLP, we extracted content-based features, namely, word TF–IDF, character TF–IDF, pre-

trained Word2vec word embedding and term list, which consists of profane words, proper nouns, negation words, 

‘allness’ terms, diminishers and intensifiers. Given that linear SVC is amongst the good algorithms in terms of 

performance evaluation in binary classification, we utilised this algorithm to classify messages as cyberbullying or 

non-cyberbullying in the testing data. A total of 60 sets of experiments were conducted to determine the best predictive 

cyberbullying model.  

 

As shown in Table 7, the combination of word TF–IDF, character TF–IDF and word embedding provides the highest 

F-measure and AUC in the training and testing data sets. This result may cause no intervention of hyperparameter 

optimisation and over-sampling techniques. Nonetheless, the AUC score remained lower compared with the other 

three experimental settings. Table 8 shows that all features contribute the highest F-measure and AUC when over-

sampling the data set. After applying the over-sampled technique, features of character TF–IDF and word embedding 

provides better AUC score. However, F-measure is low because we tested the model on an unseen data set.  

 

When we ran all proposed features under the hyperparameter optimisation setting without over-sampling technique, 

such as that shown in Table 9, the trained model was able to contribute the highest AUC in the training data set. That 

is, its performance is slightly better than those of all proposed features with hyperparameter optimisation and over-

sampling the data set. Consequently, all proposed features contributed the most when all of them are combined 

compared if we used a single or double feature when tuning hyperparameters and implementing SMOTE for over-

sampling technique to train the model. When the model was tested in the testing data set, all features can still contribute 

significant percentages of AUC and F-measure, as shown in Table 10. Overall, machine learning working in binary 

classification should be in balanced data set with the significant hyperparameters of the classifier and should have 

significant extracted features. 
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Similar to our previous study, we only extracted word n-grams and conducted experiments in different settings, which 

consist of hyperparameter optimisation, chi-square feature selection and over-sampled using the SMOTE technique 

[88]. Overall, performance evaluation of the training and testing data sets in this study is better than the previous one, 

even though we did not implement the feature selection technique. The types of features used in cyberbullying 

detection could have an impact on the effectiveness of the built model. 

 

Amongst the contributions of this study is to provide evidence that social media and machine learning technique can 

be valuable, particularly in text classification, by using the appropriate features. Text classification skills are essential 

for data scientists because these techniques are at the core of every data analysis. Moreover, the proposed framework 

could be used in other cases, such as in medical prediction, romance scam deception and spam and fake news 

detections. The outcomes of this study could be used to create customised and new data models. It also aids the mining 

industry for an improved understanding of mining processes, apart from supporting effective decision-making. 

 

6.0 FUTURE STUDY 

 
We comprehend that a paradigm shift is necessary in future research on text classification machine learning, 

specifically in cyberbullying detection. As another fascinating direction of future research, we will conduct 

experiments on different algorithms, such as naïve Bayes, decision tree, logistic regression and random forest. We 

will also explore other features, such as sentiment-based features (i.e. polarity) and user-based features (i.e. age, 

gender, race). Additionally, deep learning could contribute in binary classification, which we could explore in our 

future research. 

 

7.0 LIMITATION 

 
The current study has a few limitations. Firstly, we were unable to conduct comprehensive analysis because the data 

set have no relation with other metadata user-based features (i.e. age, gender, race) and network-based features (i.e. 

user-interaction, ego network, time online) [39]. Secondly, we also failed to present the literature on cyberbullying 

detection modelling in machine learning techniques that does not involve languages other than English owing to our 

own linguistic limitation. Thirdly, we were unable to provide a comprehensive overview of the study because we are 

still working on feature engineering involving sentiment-based features and another content-based features, such as 

n-grams and part-of-speech tagging (PoS-tagging). 
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