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ABSTRACT 

 

The contagiousness rate of the COVID-19 virus, which was evaluated to have been transmitted from an animal to a 

human during the last months of 2019, is higher than the MERS-Cov and SARS-Cov viruses originating from the same 

family. The high rate of contagion has caused the COVID-19 virus to spread rapidly to all countries of the world. It is of 

great importance to be able to detect cases quickly in order to control the spread of the COVID-19 virus. Therefore, the 

development of systems that make automatic COVID-19 diagnoses using artificial intelligence approaches based on X-

ray, CT scans, and ultrasound images are an urgent and indispensable requirement. In order to increase the number of 

X-ray images used within the study, a mixed data set was created by combining eight different data sets, thus 

maximizing the scope of the study. In the study, a total of 9,667 X-ray images were used, including 3,405 of COVID-19 

samples, 2,780 of bacterial pneumonia samples, 1,493 of viral pneumonia samples and 1,989 of healthy samples. In this 

study, which aims to diagnose COVID-19 disease using X-ray images, automatic classification has been performed 

using two different classification structures: COVID-19 Pneumonia/Other Pneumonia/Healthy and COVID-19 

Pneumonia/Bacterial Pneumonia/Viral Pneumonia/Healthy. Convolutional Neural Networks (CNNs), a successful deep 

learning method, were used as a classifier within the study. A total of seven CNN architectures were used: Mobilenetv2, 

Resnet101, Googlenet, Xception, Densenet201, Efficientnetb0, and Inceptionv3 architectures. The classification results 

were obtained from the original X-ray images, and the images were obtained by using Local Binary Pattern and Local 

Entropy. Then, new classification results were calculated from the obtained results using a pipeline algorithm. Detailed 

results were obtained to meet the scope of the study. According to the results of the experiments carried out, the three 

most successful CNN architectures for both three-class and four-class automatic classification were Densenet201, 

Xception, and Inceptionv3, respectively. In addition, it is understood that the pipeline algorithm used in the study is very 

useful for improving the results. The study results show that up to an improvement of 1.57% were achieved in some 

comparison parameters. 

 

Keywords: COVID-19, convolutional neural networks, x-ray chest classification, deep learning, local binary pattern, 

local entropy, densenet201, xception, inceptionv3. 

 

1.0 INTRODUCTION 

 

The contagiousness rate of the COVID-19 virus, which was evaluated to be transmitted from an animal to a human 

during the last months of 2019, is higher than the MERS-Cov and SARS-Cov viruses originating from the same family. 

This high rate of contagion has caused the COVID-19 virus to spread rapidly to all countries of the world [1,2]. It is of 

great importance to be able to detect cases quickly in order to control the spread of the COVID-19 virus. Cases that 

cannot be detected and quarantined infect other new cases that they are in contact with. Isolation is the main preventive 

factor for breaking this contagion chain [3]. 

 

Detection of the COVID-19 virus is performed by various rapid test kits and the Reverse Transcription-Polymerase 

Chain Reaction (RT-PCR) test [4]. Although rapid kits give much faster results than the RT-PCR test, accuracy and 

sensitivity levels are limited [4]. However, even though the sensitivity and accuracy of the RT-PCR test are much higher 

than the rapid test kits, the result can take a few hours. Another disadvantage of the RT-PCR test is that it requires 
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experienced healthcare personnel to take the test sample from the nose and mouth. Also, the fact that the virus has 

reached the lungs from the mouth and nose is an important factor affecting the accuracy of the test. For all of these 

reasons, the World Health Organization (WHO) wants to report cases (with the code ICD-10/U07.1) whose RT-PCR test 

is positive. In addition, although the RT-PCR test is negative, it is also required to report cases (with the code ICD-

10/U07.2) found to be COVID-19 with clinical or epidemiological findings [5]. 

 

The COVID-19 virus generally manifests itself with severe pneumonia in the lungs [6]. Therefore, radiological imaging 

of the lung and chest area is the most important clinical data in detecting the presence of the virus. It has been 

demonstrated in many studies that there are radiological changes, such as interstitial involvement, lung opacities, 

bilateral ground-glass, and patchy opacity, in the lung and chest region due to the COVID-19 virus [7]. In this context, 

considering the pressure created by the COVID-19 outbreak in the health system, it is an urgent and important need to 

establish automatic detection and classification systems that will help radiologists. Studies on the analysis of CT, X-ray, 

and ultrasound images with current artificial intelligence methods have been started. The information from past studies 

[8-22], which performed automatic classification in a three-class classification (COVID-19 Pneumonia/Other 

Pneumonia/Healthy), in which X-ray images were used, the number of images used, classification methods, training, and 

testing approaches, and study results are given in Table 1 under Appendix section. Similarly, the information from past 

studies [15,22,23] that performed automatic classification in a four-class classification (namely COVID-19 

Pneumonia/Bacterial Pneumonia/Viral Pneumonia/Healthy), the number of images they used, classification methods, 

training and testing approaches, and study results are shown in Table 2 under Appendix section. 

 

One of the important factors in evaluating the validity of deep learning-based classification studies is the number of 

sample images used in the study. In this context, the average number of COVID-19 X-ray images used in 15 COVID-19 

classification studies (three-class as Pneumonia/Other Pneumonia/Healthy), details of which are shared in Table 1, is 

265.3 ± 355.4. Similarly, the average number of COVID-19 X-ray images used in three COVID-19 classification studies 

(four-class as Pneumonia/Bacterial Pneumonia/Viral Pneumonia/Healthy), details of which are shared in Table 2, is 

219.3 ± 130.6. Even though the COVID-19 virus has caused a major epidemic in a short time, it has taken time to create 

open access data sets and make them available to researchers. For this reason, although the number of images used for 

initial stage studies is limited, it is at an acceptable level. However, it is still important to carry out studies in larger 

numbers using real-world data. 

 

In order to increase the number of X-ray images used within the scope of the study and maximize it, a mixed data set 

was created by combining eight different data sets. In the study, which was automatically classified into three-class as 

COVID-19 Pneumonia/Other Pneumonia/Healthy and four-class as COVID-19 Pneumonia/Bacterial Pneumonia/Viral 

Pneumonia/Healthy, a total of 9,667 X-ray images were used, including 3,405 COVID-19, 2,780 bacterial pneumonia, 

1,493 viral pneumonia and 1,989 healthy. Therefore, the number of COVID-19 X-ray images used in the study is 12 

times and 15 times more, respectively, than the average number of images used in three-class and four-class 

classification studies. At the same time, the number of COVID-19 X-ray images used in this study is more than twice the 

number used in any previous study. 

 

When the literature studies in Table 1 and Table 2 are examined, it is seen that many known Convolutional Neural 

Networks (CNN) architectures are used in the automatic diagnosis of COVID-19 disease via X-ray images. For this 

reason, some new approaches need to be introduced to improve the classification results. In this context, it is considered 

that combining the results obtained using different CNN architectures can be an important alternative. In addition, it is 

considered that for the same CNN architecture, diversifying the input images using texture feature methods may affect 

the results. Another issue that needs to be revealed is whether it is more successful to use the results obtained by using 

different CNN architecture and original images in the merging processes, or to use the results obtained using the same 

CNN architecture and different input images. The study aims to fill the research gaps in question in this context. 

 

In this study, which aims to diagnose COVID-19 disease using X-ray images, automatic classification has been 

performed under two different titles as COVID-19 Pneumonia/Other Pneumonia/Healthy and COVID-19 

Pneumonia/Bacterial Pneumonia/Viral Pneumonia/Healthy. CNN, a successful deep learning method, was used as a 

classifier within the scope of the study. A total of seven CNN architectures were used: Mobilenetv2, Resnet101, 

Googlenet, Xception, Densenet201, Efficientnetb0, and Inceptionv3 architectures. The classification results were 
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obtained using the original X-ray images, and the images obtained by using Local Binary Pattern (LBP) and Local 

Entropy (LE). Then, new classification results were calculated using a pipeline algorithm from the obtained results. 

 

2.0 METHODS 

 

2.1 Used Data 

 

The COVID-19 X-ray images used within the scope of the study were collected by combining five different data sets. 

First, 462 COVID-19 X-ray images were taken from the data set formed by Cohen et al. [24]. Second, 35 COVID-19 X-

ray images from the data set created by Wang et al. [25,26] were included. Third, 243 COVID-19 X-ray images from the 

data set created by Winther et al. [27,28] were used. The COVID-19 X-ray image collection process was completed by 

taking 253 images from the data set created by Desai et al. [29,30] and 2,412 images from the data set created by Vayá 

et al. [31,32]. As a result, a mixed data set containing a total of 3,405 COVID-19 X-ray images from five different data 

sets was obtained. The images in question are recorded files of different types, such as jpeg, jpg, png, and dicom. 

Accordingly, they have bit depths ranging from 16-bit to 48-bit. Image sizes vary widely from 154 px × 124 px to 4064 

px × 2992 px. A significant portion (more than 90%) of the images in this comprehensive COVID-19 X-ray data set are 

images taken from the real world. 

 

Bacterial pneumonia and viral pneumonia X-ray images used in the study were taken from the data set created by 

Kermany et al. [33,34]. In this context, 2,780 bacterial pneumonia and 1,493 viral pneumonia X-ray images were 

included in the study. The images in question are 24-bit deep and in jpeg format. Image sizes range from 333 px × 127 

px to 2292 px × 1552 px. 

 

Healthy X-ray images used in the study were taken from three different data sets. First, 1,583 healthy X-ray images from 

the data set created by Kermany et al. [33,34] were included in the study. In addition, 80 healthy X-ray images from the 

Montgomery [35] data set and 326 healthy X-ray images from the Shenzhen [35] data set were used. In this context, a 

mixed data set containing a total of 1,989 healthy X-ray images was obtained. These images are in jpeg (24-bit) and png 

(8-bit) format. Image sizes range from 736 px × 536 px to 4892 px × 4020 px. 

 

For the COVID-19 Pneumonia/Bacterial Pneumonia/Viral Pneumonia/Healthy classification, a total of 9,667 X-ray 

images were used, including 3,405 COVID-19, 2,780 bacterial pneumonia, 1,493 viral pneumonia, and 1,989 healthy. 

The same images were also used for the COVID-19 Pneumonia/Other Pneumonia/Healthy classification. Other 

pneumonia images were obtained by combining bacterial pneumonia and viral pneumonia images. As stated earlier, the 

number of COVID-19 X-ray images used in the study is 12 to 15 times more than the average number of images used in 

three-class and four-class studies, respectively. Summary information of the X-ray images used within the scope of the 

study is included in Table 3. Convolutional neural network architectures are used as classifiers within the scope of the 

study. Due to the working structure of the CNN classifier, the input images must be in a standard form. For this reason, 

framing was made on the X-ray images to cover the entire chest area. In this way, the area of interest in the image was 

determined and the remaining unrelated regions were removed from the image. Then, the framed images were re-sized 

and adjusted to 224 px × 224 px. The bit depths of the images in question were rearranged and standardized to be 8-bit 

gray-level. After this stage, the image dimensions were rearranged by the CNN architecture to be used. 
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Table 3: Summary information of the X-ray images used within the scope of the study 

 

Source 
Covid-19 

Pneumonia  
Healthy  

Other Pneumonia  

Bacterial Pneumonia  Viral Pneumonia 
Cohen et al. [24]  462 X X X 
Wang et al. [25,26] 35 X X X 

Winther et al. [27,28] 243 X X X 
Desai et al. [29,30] 253 X X X 

 Vayá et al. [31,32] 2,412 X X X 

Kermany et al. [33,34] X 1,583 2,780 1,493 
Montgomery [35]  X 80 X X 

Shenzhen [35] X 326 X X 

Total 
3,405 1,989 2,780 1,493 

3,405 1,989 4,273 

9,667 
 

The experiments performed in the study were carried out according to the standard 4-fold cross-validation procedure. In 

this context, numerical information regarding the division of images for cross validation is given in Table 4. 

 

Table 4: Information on dividing images for cross validation 

 

Class 1. fold 2. fold 3. fold 4. fold Total 

Covid-19 Pneumonia 851 851 851 852 3,405 

Healthy 497 497 497 498 1,989 

Bacterial Pneumonia 695 695 695 695 2,780 

Viral Pneumonia 373 373 373 374 1,493 

Total 2,416 2,416 2,416 2,419 9,667 

 

2.2 Local Binary Pattern 

 

Local Binary Pattern [36] is the process of comparing a processed pixel with neighboring pixels. This comparison 

provides the new spatial response of the processed pixel. The LBP process is a simple but effective tissue feature 

analysis method that does not depend on any parameter. Figure 1 describes the general operating structure of the LBP 

process. Also, it includes the new LBP feature image obtained by applying the LBP process to one of the COVID-19 X-

ray images used within the scope of the study. The neighborhood radius value of the LBP operator used in the study was 

selected as 1. The dimensions of the LBP feature image are smaller than the original image since the LBP process 

cannot be applied to the starting and ending row and column by the radius size of it. For this reason, the dimensions of 

the LBP feature image have been rearranged to be 224 px × 224 px. 
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Fig. 1: The general structure of the LBP operator and the image obtained by applying LBP to a COVID-19 X-ray image 

 

2.3 Local Entropy 

 

Local Entropy is used to reveal the amount of uncertainty or randomness from local histograms of an image [37]. The 

LE feature image can be obtained by applying the entropy filter to the original image. In the scope of the study, the 

entropyfilt function of Matlab 2020 (b) software was used to obtain LE feature images. In the entropyfilt function, 

neighborhood (nhood) parameter is chosen as default (true [9]). It is possible to examine more detailed information 

about the neighborhood parameter on the Mathworks [38] page. 

 

2.4 Convolutional Neural Network 

 

A Convolutional Neural Network is a deep learning architecture formed by the combination of sub-layers, such as the 

convolution layer, activation function, pooling layer, flattening, and fully connected layer. The convolution layer is the 

layer where the convolution process is done by dividing the image into sections. Activation functions, on the other hand, 

are architectural components that generate new outputs from their inputs, in accordance to their function types. The 

pooling layer is the layer on which pooling processes are performed in order to reduce the increased image size by the 

convolution process. The image whose convolution processes have been completed must be converted from matrix form 

to vector form before entering the classification layer. Flattening is where feature matrices are translated into feature 

vectors. The fully connected layer is the classification process using feature vectors and machine learning. As machine 

learning,  one of the  alternatives, such as support vector machine and artificial neural network can be selected. 

 

Within the scope of the study, a total of seven CNN architectures were processed. These architectures, Mobilenetv2 

[39], Resnet101 [40], Googlenet [41], Xception [42], Densenet201 [43], Efficientnetb0 [44], and Inceptionv3 [45], are 

modified versions made suitable for use in the study. The input image sizes are 224 × 224 × 3 for Mobilenetv2, 

Resnet101, Googlenet, Densenet201, and Efficientnetb0 architectures, 299 × 299 × 3 for Xception and Inceptionv3 

architectures, respectively. Since the images used within the scope of the study are in 8-bit gray-scale format, the inputs 

in question were rearranged as 224 × 224 × 1 and 299 × 299 × 1, respectively. In addition, the fully connected layer 

output sizes of these architectures are 1000. The fully connected layer output was rearranged to be 3 and 4, as three-class 

and four-class classification, respectively was made within the scope of the study. 
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Information on CNN training options used within the scope of the study is included in Table 5. Matlab 2020 (b) software 

was used, and it is possible to examine the descriptions of the parameters and the information about the parameters used 

by default on the Mathworks [46] page. The training options in question were used so as to be the same in all 

architectures and all experiments performed. 

 

Table 5: CNN training options 

 

Solver for training network sgdm (stochastic gradient descent with momentum) 

Maximum number of epochs 30 (default) 

Size of mini-batch 16 

Option for data shuffling every-epoch 

Initial learning rate 0.01 (default for sgdm) 

Other parameters default 

 

2.5 Evaluation Criteria of Classification Results 

 

Within the scope of the study, two different multi-class classifications as three-class and four-class were made. The 

parameters obtained from the confusion matrix elements were used to evaluate the results. It is possible to examine 

detailed descriptions of confusion matrix elements (TP, FP, TN, and FN) from these studies [15,47,48]. In general, in the 

multi-class classification given in Table 6, the formulas for calculating the TP, FP, TN, and FN values for each class that 

make up the classification are given in Equation (1) - (4). In the aforementioned formulas, i parameters represent the 

calculated class, and n represents the total number of classes in the confusion matrix. 

 

Table 6: Multi-class confusion matrix 

 

  
 Actual Class 

Class-1 Class-2 Class-3 Class-4 Class-n 

Predicted Class 

Class-1 C11 . . . C1n  

Class-2 . C22       

Class-3 .   C33     

Class-4 .     C44   

Class-n Cn1       Cnn 

i iiTP C                                                                                                                                                            (1) 

1

n

i li i

l

FN C TP


                                                                                                                                                 (2) 

1

n

i il i

l

FP C TP


                                                                                                                                                (3) 

1 1

n n

i lk i i i

l k

TN C TP FP FN
 

                                                                                                                      (4) 

 

Also, within the scope of the study, sensitivity (SEN), specificity (SPE), accuracy (ACC), and F-1 score (F-1) 

parameters were calculated for each class. The calculation of these parameters is shown between Equation (5) - (8). 

Also, Receiver Operating Characteristic (ROC) and Area Under the ROC Curve (AUC) values were compared for each 

class. Detailed descriptions of SEN, SPE, ACC, F-1, and AUC parameters can be examined from these studies 

[15,47,48].  
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/ ( )i i i iSEN TP TP FN                                                                                                                                  (5) 

/ ( )i i i iSPE TN TN FP                                                                                                                                  (6) 

( ) / ( )i i i i i i iACC TP TN TP TN FP FN                                                                                                  (7) 

1 (2 ) / (2 )i i i i iF Score TP TP FP FN                                                                                            (8) 

 

The calculation of the weighted overall SEN, SPE, ACC, F-1, and AUC values was carried out by weighting the results 

obtained in each group according to the number of images in the group. In addition, overall accuracy (Overall-ACC) was 

calculated by proportioning the total number of correctly classified images within the scope of the study to the total 

number of images used in the study. The mathematical calculation of Overall-ACC can be performed with Equation (9).  

 

1 1

1

n

ii

n n

lk

l k

i

C

O l

C

vera l ACC 

 

 






                                                                                                                           (9) 

 

2.6 Pipeline Algorithm Used Within the Scope of the Study 

 

The results of the study obtained separately using the original images, LBP feature images, and LE feature images were 

combined using a pipeline algorithm. In this context, the results obtained from the original images were combined with 

the results from the LBP feature images using a mixing rate of 50%-50%, creating new results. That is, the percentage 

results produced by the CNN architecture for each class were multiplied by 0.5 and summed. A similar process was 

performed by combining the original images and the results obtained using LE images with a mixing rate of 50%-50%. 

The general block diagram of this process is shown in Figure 2. The time required to run the pipeline algorithm is less 

than a thousandth of a second. Therefore, the time required to generate results for an image using the pipeline algorithm 

is equal to the sum of the individual result generation times of the original image and the LBP (or LE) feature image. 

This pipeline algorithm was used by Yasar and Ceylan [49,50] in the two-class classification of COVID-19 and healthy 

X-ray and CT images and provided successful results.  

 
 

Figure 2: Block diagram of the pipeline approach used in the study 
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3.0 RESULTS 

 

3.1 COVID-19 Pneumonia/Other Pneumonia/Healthy Classification Results 

 

The experiments within the scope of the study were conducted according to the 4-fold cross-validation approach. As a 

result of cross validation, the classification results obtained for all images and the real labels were compared to create a 

confusion matrix. No transfer of weight was assigned for any CNN architecture used. All training started using 

randomly assigned initial weights. The training options are the same for the seven CNN architectures used. The software 

used was created and run on the Matlab 2020 (b) platform. In the experiments, the total processing time per image was 

measured as CPU time in seconds. The experiments in the study were run on Intel (R) Xeon (R) CPU E5-2680 2.7 GHz 

(32 CPUs) hardware. The hardware in question has 64 GB RAM.  

 

For the COVID-19 Pneumonia/Other Pneumonia/Healthy classification, a total of 9,667 X-ray images were used, 

including 3,405 COVID-19, 4,273 other pneumonia (2,780 bacterial pneumonia and 1,493 viral pneumonia), and 1,989 

healthy. The input image sizes used in the study are 224 × 224 × 1 for Mobilenetv2, Resnet101, Googlenet, 

Densenet201, and Efficientnetb0 architectures, 299 × 299 × 1 for Xception and Inceptionv3, respectively. The results 

obtained for the original, LBP, and LE input images using Mobilenetv2, Resnet101, Googlenet, Xception, Densenet201, 

Efficientnetb0, and Inceptionv3 CNN architectures are listed between Table 7 and Table 13, respectively under 

Appendix section. In addition, these tables contain new classification results obtained using pipeline algorithms. For the 

CNN architectures used within the scope of the study, the result acquisition times per image (CPU time/second) are 

included in Table 14. 

 

Table 14: Comparison of run time (CPU time/ second) for three-class classification 

 

CNN 

Architecture 
Original LBP LE 

Pipeline 

(Original-LBP) 

Pipeline 

(Original-LE) 

Mobilenetv2 1.7175 1.7149 1.7112 3.4324 3.4286 

Resnet101 4.6348 4.6434 4.6470 9.2782 9.2818 

Googlenet 0.8115 0.8454 0.8344 1.6570 1.6460 

Xception 3.4998 3.4652 3.4572 6.9651 6.9570 

Densenet201 11.3934 11.4319 11.3858 22.8253 22.7792 

Efficientnetb0 5.1678 5.1760 5.1980 10.3438 10.3658 

Inceptionv3 4.5589 4.5833 4.4531 9.1422 9.0120 

 

3.2 COVID-19 Pneumonia/Bacterial Pneumonia/Viral Pneumonia/Healthy Classification Results 

 

For the COVID-19 Pneumonia/Bacterial Pneumonia/Viral Pneumonia/Healthy classification, a total of 9,667 X-ray 

images were used, including 3,405 COVID-19, 2,780 bacterial pneumonia and 1,493 viral pneumonia, and 1,989 

healthy. The input image sizes used in the study are 224 × 224 × 1 for Mobilenetv2, Resnet101, Googlenet, 

Densenet201, and Efficientnetb0 architectures, 299 × 299 × 1 for Xception and Inceptionv3, respectively. The results 

obtained for the original, LBP, and LE input images using Mobilenetv2, Resnet101, Googlenet, Xception, Densenet201, 

Efficientnetb0, and Inceptionv3 CNN architectures are listed between Table 15 and Table 21, respectively under 

Appendix section. In addition, these tables contain new classification results obtained using pipeline algorithms. For the 

CNN architectures used within the scope of the study, the result acquisition times per image (CPU time/second) are 

included in Table 22. 
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Table 22: Comparison of run time (CPU time/second) for four-class classification 

 

CNN 

Architecture 
Original LBP LE 

Pipeline 

(Original-LBP) 

Pipeline 

(Original-LE) 

Mobilenetv2 1.3685 1.3698 1.3709 2.7382 2.7394 

Resnet101 4.6275 4.6449 4.6448 9.2724 9.2723 

Googlenet 0.7231 0.7265 0.7239 1.4495 1.4469 

Xception 2.9742 2.9788 2.9805 5.9531 5.9547 

Densenet201 11.2532 11.3975 11.3028 22.6506 22.5560 

Efficientnetb0 4.1183 4.1328 4.1424 8.2510 8.2606 

Inceptionv3 3.5685 3.5727 3.5508 7.1412 7.1193 

 

4.0 DISCUSSION 

 

The COVID-19 Pneumonia/Other Pneumonia/Healthy classification results obtained within the scope of the study are 

given between Table 7 and Table 13, and the COVID-19 Pneumonia/Bacterial Pneumonia/Viral Pneumonia/Healthy 

classification results are given between Table 15 and Table 21. However, since very comprehensive results were 

obtained in the study, more simplified results should be created in order to facilitate comprehension. This section 

contains these summary results and evaluations. 

 

Table 23 shows the highest weighted parameters, Overall-ACC values, and CPU time obtained without and after using 

pipeline algorithms for the COVID-19 Pneumonia/Other Pneumonia/Healthy classification. When Table 23 is examined, 

it is seen that the highest results are obtained by using the original images as the input image without using the pipeline 

algorithms. In the detailed analysis made in Table 7 and Table 13, it is understood that the results obtained using LE 

input images are higher than the results obtained using LBP input images, although there are some exceptions 

(Inceptionv3). 

 

When Table 23 is examined, it is understood that the top five most successful CNN architectures are Densenet201, 

Xception, Inceptionv3, Resnet101, and Efficientnetb0, respectively. The first five CNN architectures with the slowest 

results per image, including training and testing, are Densenet201, Efficientnetb0, Resnet101, Inceptionv3, and 

Xception, respectively. In the case of using pipeline algorithms, these rankings are generally preserved.  

 

When Table 23 is examined, it is seen that the results are improved for all CNN architectures with pipeline algorithms. 

In this context, an improvement between 0.51% and 0.94% was achieved in the weighted SEN values. Similarly, there 

was an increase in the weighted SPE values by between 0.16% and 0.64% and in the weighted ACC values by between 

0.33% and 0.63%. An improvement between 0.50% and 0.94% was achieved in the weighted F-1 values and an 

improvement between 0.04% and 0.13% in the weighted AUC values. An increase between 0.51% and 0.94% was 

achieved in the overall ACC parameter. In pipeline algorithms, it is seen that original image-LE matching generally 

provides better results than original image-LBP matching.  
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Table 23: Summary of the results obtained for the COVID-19 Pneumonia/Other Pneumonia/Healthy classification 

within the scope of the study 

 

Method 
Overall (weighted)  Overall 

ACC 

CPU 

Time SEN SPE ACC F-1 AUC 

Before Pipeline (Mobilenetv2/Original) 0.9602 0.9821 0.9739 0.9605 0.9940 0.9602 1.7175 
After Pipeline (Mobilenetv2/Original-LE) 0.9669 0.9837 0.9784 0.9669 0.9949 0.9669 3.4286 

Before Pipeline (Resnet101/Original) 0.9607 0.9798 0.9743 0.9608 0.9950 0.9607 4.6348 
After Pipeline (Resnet101/Original-LE) 0.9674 0.9833 0.9787 0.9675 0.9957 0.9674 9.2818 

Before Pipeline (Googlenet/Original) 0.9559 0.9731 0.9711 0.9556 0.9945 0.9559 0.8115 
After Pipeline (Googlenet/Original-LE) 0.9647 0.9796 0.9771 0.9646 0.9958 0.9647 1.6460 

Before Pipeline (Xception/Original) 0.9667 0.9846 0.9783 0.9669 0.9961 0.9667 3.4998 
After Pipeline (Xception/Original-LE) 0.9728 0.9865 0.9823 0.9728 0.9965 0.9728 6.9570 

Before Pipeline (Densenet201/Original) 0.9701 0.9849 0.9802 0.9702 0.9968 0.9701 11.3934 
After Pipeline (Densenet201/Original-LE) 0.9753 0.9868 0.9837 0.9753 0.9974 0.9753 22.7792 

Before Pipeline (Efficientnetb0/Original) 0.9607 0.9801 0.9743 0.9608 0.9943 0.9607 5.1678 
After Pipeline (Efficientnetb0/Original-LE) 0.9658 0.9819 0.9776 0.9657 0.9951 0.9658 10.3658 

Before Pipeline (Inceptionv3/Original) 0.9638 0.9812 0.9761 0.9639 0.9962 0.9638 4.5589 
After Pipeline (Inceptionv3/Original-LBP) 0.9732 0.9865 0.9825 0.9732 0.9970 0.9732 9.1422 

 

In order to reveal the advantages of using texture feature images in the pipeline algorithm in three-class classification, 

another experiment was conducted within the scope of the study. The results of the Xception and Densenet201 

architectures, which ensure the highest results using the original images, are combined using the same pipeline 

algorithm. The coupling results obtained in this experiment are shown in Table 24. In addition, the original and LE 

image results for the Densenet201 architecture and the results obtained by combining these result sets with the pipeline 

algorithm are given in the same table for an easier understanding of the comparison. The overall accuracy was increased 

to 0.9732 by combining two result sets with an overall accuracy of 0.9701 and 0.9667 for the Densenet201 and Xception 

architectures, ensuring the highest results using the original images. By combining the original input image results of the 

Densenet201 architecture and the LE input image results of the Densenet201 architecture, the overall accuracy is 

increased to 0.9753. Although a result set with lower overall accuracy (0.9643) is used in this merging process, it is seen 

that the merging result is higher. 

 

Table 25 shows the highest weighted parameters, Overall-ACC values, and CPU time obtained without and after using 

pipeline algorithms for four-class (COVID-19 Pneumonia/Bacterial Pneumonia/Viral Pneumonia/Healthy) 

classification. When Table 25 is examined, it is seen that the highest results are obtained by using the original images as 

the input image without using the pipeline algorithms. In the detailed analysis made in Table 15 and Table 21, it is 

understood that the results obtained using LE input images are higher than the results obtained using LBP input images, 

although there are some exceptions (Densenet201 and Inceptionv3). 

 

When Table 25 is examined, it is seen that the results are improved for all CNN architectures with pipeline algorithms. 

In this context, an improvement between 0.68% and 1.57% was achieved in the weighted SEN values. Similarly, there 

was an increase in the weighted SPE values by between 0.23% and 0.48% and in the weighted ACC values by between 

0.34% and 0.70%. An improvement between 0.63% and 1.59% was achieved in the weighted F-1 values and an 

improvement between 0.22% and 0.55% in the weighted AUC values. An increase between 0.68% and 1.57% was 

achieved in the overall ACC parameter. In pipeline algorithms, it is seen that original image-LE matching generally 

provides better results than original image-LBP matching.  
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Table 24: The effect of using texture feature images in the pipeline algorithm on the COVID-19 Pneumonia/Other 

Pneumonia/Healthy classification results 

 

Method Class TP FN TN FP SEN SPE ACC F-1 AUC Overall 

ACC 
Densenet201 

(Original) 

Covid-19 3373 32 6227 35 0.9906 0.9944 0.9931 0.9902 0.9995 

0.9701 
Other Pn. 4121 152 5280 114 0.9644 0.9789 0.9725 0.9687 0.9954 
Healthy  1884 105 7538 140 0.9472 0.9818 0.9747 0.9389 0.9954 

Overall (weighted)  0.9701 0.9849 0.9802 0.9702 0.9968 

Xception 

(Original) 

Covid-19 3378 27 6239 23 0.9921 0.9963 0.9948 0.9927 0.9993 

0.9667 
Other Pn. 4086 187 5283 111 0.9562 0.9794 0.9692 0.9648 0.9946 

Healthy  1881 108 7490 188 0.9457 0.9755 0.9694 0.9271 0.9940 
Overall (weighted)  0.9667 0.9846 0.9783 0.9669 0.9961 

Pipeline 

(Densenet201 

(Original)-Xception 

(Original)) 

Covid-19 3384 21 6238 24 0.9938 0.9962 0.9953 0.9934 0.9996 

0.9732 
Other Pn. 4122 151 5304 90 0.9647 0.9833 0.9751 0.9716 0.9964 

Healthy  1902 87 7533 145 0.9563 0.9811 0.9760 0.9425 0.9962 

Overall (weighted)  0.9732 0.9874 0.9824 0.9733 0.9975 

Densenet201 

(Original) 

Covid-19 3373 32 6227 35 0.9906 0.9944 0.9931 0.9902 0.9995 

0.9701 
Other Pn. 4121 152 5280 114 0.9644 0.9789 0.9725 0.9687 0.9954 
Healthy  1884 105 7538 140 0.9472 0.9818 0.9747 0.9389 0.9954 

Overall (weighted)  0.9701 0.9849 0.9802 0.9702 0.9968 

Densenet201 

(LE) 

Covid-19 3385 20 6227 35 0.9941 0.9944 0.9943 0.9919 0.9994 

0.9643 
Other Pn. 4117 156 5236 158 0.9635 0.9707 0.9675 0.9633 0.9937 

Healthy  1820 169 7526 152 0.9150 0.9802 0.9668 0.9190 0.9918 
Overall (weighted)  0.9643 0.9810 0.9768 0.9643 0.9953 

Pipeline 

(Densenet201 

(Original)-

Densenet201 (LE)) 

Covid-19 3393 12 6239 23 0.9965 0.9963 0.9964 0.9949 0.9996 

0.9753 
Other Pn. 4157 116 5283 111 0.9729 0.9794 0.9765 0.9734 0.9964 

Healthy  1878 111 7573 105 0.9442 0.9863 0.9777 0.9456 0.9958 

Overall (weighted)  0.9753 0.9868 0.9837 0.9753 0.9974 
 

Table 25: Summary of the results obtained for the COVID-19 Pneumonia/Bacterial Pneumonia/Viral 

Pneumonia/Healthy classification within the scope of the study 

Method 
Overall (weighted)  Overall 

ACC 

CPU 

Time SEN SPE ACC F-1 AUC 

Before Pipeline (Mobilenetv2/Original) 0.8581 0.9558 0.9374 0.8546 0.9651 0.8581 1.3685 
After Pipeline (Mobilenetv2/Original-LE) 0.8738 0.9606 0.9445 0.8705 0.9705 0.8738 2.7394 

Before Pipeline (Resnet101/Original) 0.8573 0.9589 0.9370 0.8568 0.9683 0.8573 4.6275 
After Pipeline (Resnet101/Original-LE) 0.8708 0.9615 0.9431 0.8690 0.9722 0.8708 9.2723 

Before Pipeline (Googlenet/Original) 0.8657 0.9604 0.9408 0.8651 0.9724 0.8657 0.7231 
After Pipeline (Googlenet/Original-LE) 0.8799 0.9627 0.9470 0.8772 0.9757 0.8799 1.4469 

Before Pipeline (Xception/Original) 0.8766 0.9609 0.9458 0.8730 0.9735 0.8766 2.9742 
After Pipeline (Xception/Original-LE) 0.8834 0.9634 0.9492 0.8793 0.9757 0.8834 5.9547 

Before Pipeline (Densenet201/Original) 0.8824 0.9648 0.9481 0.8814 0.9745 0.8824 11.2532 
After Pipeline (Densenet201/Original-LBP) 0.8954 0.9687 0.9545 0.8934 0.9787 0.8954 22.6506 

Before Pipeline (Efficientnetb0/Original) 0.8631 0.9574 0.9396 0.8598 0.9662 0.8631 4.1183 
After Pipeline (Efficientnetb0/Original-LE) 0.8750 0.9601 0.9451 0.8706 0.9709 0.8750 8.2606 

Before Pipeline (Inceptionv3/Original) 0.8752 0.9628 0.9445 0.8743 0.9730 0.8752 3.5685 
After Pipeline (Inceptionv3/Original-LBP) 0.8885 0.9671 0.9511 0.8876 0.9785 0.8885 7.1412 
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In order to reveal the advantages of using texture feature images in the pipeline algorithm in four-class classification, 

another experiment was conducted within the scope of the study. The results of the Xception and Densenet201 

architectures, which ensure the highest results using the original images, are combined using the same pipeline 

algorithm. The coupling results obtained in this experiment are shown in Table 26. In addition, the original and LBP 

image results for the Densenet201 architecture and the results obtained by combining these result sets with the pipeline 

algorithm are given in the same table for an easier understanding of the comparison. The overall accuracy was increased 

to 0.8906 by combining two result sets with an overall accuracy of 0.8824 and 0.8766 for the Densenet201 and Xception 

architectures respectively, ensuring the highest results using the original images. By combining the original input image 

results of the Densenet201 architecture and the LBP input image results of the Densenet201 architecture, the overall 

accuracy is increased to 0.8954. Although a result set with lower overall accuracy (0.8687) is used in this merging 

process, it is seen that the merging result is higher. 

 

Table 26: The effect of using texture feature images in the pipeline algorithm on the COVID-19 Pneumonia/Bacterial 

Pneumonia/Viral Pneumonia/Healthy classification results 

 

Method Class TP FN TN FP SEN SPE ACC F-1 AUC Overall 

ACC 

Densenet201 

(Original) 

Covid-19 3377 28 6234 28 0.9918 0.9955 0.9942 0.9918 0.9994 

0.8824 

Bacterial 2336 444 6386 501 0.8403 0.9273 0.9022 0.8318 0.9591 

Viral 947 546 7720 454 0.6343 0.9445 0.8966 0.6545 0.9205 

Healthy  1870 119 7524 154 0.9402 0.9799 0.9718 0.9320 0.9940 

Overall (weighted)  0.8824 0.9648 0.9481 0.8814 0.9745 

Xception  

(Original) 

Covid-19 3385 20 6234 28 0.9941 0.9955 0.9950 0.9930 0.9996 

0.8766 

Bacterial 2415 365 6257 630 0.8687 0.9085 0.8971 0.8292 0.9604 

Viral 809 684 7781 393 0.5419 0.9519 0.8886 0.6004 0.9112 

Healthy  1865 124 7536 142 0.9377 0.9815 0.9725 0.9334 0.9939 

Overall (weighted)  0.8766 0.9609 0.9458 0.8730 0.9735 

Pipeline 

(Densenet201 

(Original)-

Xception 

(Original)) 

Covid-19 3388 17 6235 27 0.9950 0.9957 0.9954 0.9935 0.9996 

0.8906 

Bacterial 2445 335 6339 548 0.8795 0.9204 0.9087 0.8470 0.9648 

Viral 891 602 7822 352 0.5968 0.9569 0.9013 0.6513 0.9261 

Healthy  1885 104 7547 131 0.9477 0.9829 0.9757 0.9413 0.9955 

Overall (weighted)  0.8906 0.9654 0.9519 0.8878 0.9774 

Densenet201 

(Original) 

Covid-19 3377 28 6234 28 0.9918 0.9955 0.9942 0.9918 0.9994 

0.8824 

Bacterial 2336 444 6386 501 0.8403 0.9273 0.9022 0.8318 0.9591 

Viral 947 546 7720 454 0.6343 0.9445 0.8966 0.6545 0.9205 

Healthy  1870 119 7524 154 0.9402 0.9799 0.9718 0.9320 0.9940 

Overall (weighted)  0.8824 0.9648 0.9481 0.8814 0.9745 

Densenet201 

(LBP) 

Covid-19 3393 12 6226 36 0.9965 0.9943 0.9950 0.9930 0.9997 

0.8687 

Bacterial 2263 517 6436 451 0.8140 0.9345 0.8999 0.8238 0.9585 

Viral 894 599 7651 523 0.5988 0.9360 0.8839 0.6144 0.9080 

Healthy  1848 141 7419 259 0.9291 0.9663 0.9586 0.9023 0.9892 

Overall (weighted)  0.8687 0.9623 0.9430 0.8672 0.9715 

Pipeline 

(Densenet201 

(Original)-

Densenet201 

(LBP)) 

Covid-19 3398 7 6237 25 0.9979 0.9960 0.9967 0.9953 0.9999 

0.8954 

Bacterial 2408 372 6454 433 0.8662 0.9371 0.9167 0.8568 0.9672 

Viral 952 541 7799 375 0.6376 0.9541 0.9052 0.6752 0.9306 

Healthy  1898 91 7500 178 0.9542 0.9768 0.9722 0.9338 0.9946 

Overall (weighted)  0.8954 0.9687 0.9545 0.8934 0.9787 
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Table 27 and Table 28 include the comparison of the results obtained in the previous three-class and four-class 

classification studies and the first five best results obtained after and without using pipeline algorithms within the scope 

of the study. 

 

Table 27: Comparison of the results obtained for the three-class classification within the scope of the study with the 

results obtained in previous studies 

 

Study SEN SPE ACC/Overall ACC F-1 AUC 

Islam et al. [8] X X 0.9940 X X 

Yildirim and Cinar [9] X X 0.8889-0.9630 X X 

Rahimzadeh and Attar [10] X X 0.8979-0.9140 X X 

Nour et al. [11] 0.8753-0.9461 0.9554-0.9975 0.9209-0.9897 0.8769-0.9672 X 

Narayan Das et al. [12] 0.970921 0.972973 0.974068 0.969697 X 

Ozturk et al. [13] 0.8535 0.9218 0.8702 0.8737 X 

Toraman et al. [14] 0.8422 0.9179 0.8919/0.8422 0.8421 X 

Khan et al. [15] 0.969 0.975 0.950 0.956 X 

Toğaçar et al. [16] X X 0.9781-0.9927 X X 

Ucar and Korkmaz [17] 0.6921-0.9826 0.7993-0.9913 0.7637-0.9826 0.6689-0.9825 X 

Civit-Masot et al. [18] 0.85-0.86 0.92-0.93 0.85-0.86 0.85-0.86 0.949 

Singh et al. [19] 0.956 X 0.958 0.9588 X 

Shorfuzzaman and Masud [20] 0.9565-1.000  0.9767-0.9889 0.9411-0.9926 0.9573-0.9889 0.9547-0.9944 

Pandit and Banday [21] 0.867 0.951 0.9253 X X 

Loey et al. [22] 0.8148-0.8519 X 0.8148-0.8519 0.8146-0.8519 X 

Before Pipeline (Efficientnetb0/Original) 0.9607 0.9801 0.9743/0.9607 0.9608 0.9943 

After Pipeline (Efficientnetb0/Original-LE) 0.9658 0.9819 0.9776/0.9658 0.9657 0.9951 

Before Pipeline (Resnet101/Original) 0.9607 0.9798 0.9743/0.9607 0.9608 0.9950 

After Pipeline (Resnet101/Original-LE) 0.9674 0.9833 0.9787/0.9674 0.9675 0.9957 

Before Pipeline (Inceptionv3/Original) 0.9638 0.9812 0.9761/0.9638 0.9639 0.9962 

After Pipeline (Inceptionv3/Original-LBP) 0.9732 0.9865 0.9825/0.9732 0.9732 0.9970 

Before Pipeline (Xception/Original) 0.9667 0.9846 0.9783/0.9667 0.9669 0.9961 

After Pipeline (Xception/Original-LE) 0.9728 0.9865 0.9823/0.9728 0.9728 0.9965 

Before Pipeline (Densenet201/Original) 0.9701 0.9849 0.9802/0.9701 0.9702 0.9968 

After Pipeline (Densenet201/Original-LE) 0.9753 0.9868 0.9837/0.9753 0.9753 0.9974 

 
Table 28: Comparison of the results obtained for the four-class classification within the scope of the study with the 

results obtained in previous studies 

 

Study SEN SPE ACC/Overall ACC F-1 AUC 

Khan et al. [15] 0.8992 0.964 0.896 0.898 X 

Mahmud et al. [23] 0.899 0.891 0.902 0.904 0.911 

Loey et al. [22] 0.6667-0.8056 X 0.6667-0.8056 0.6566-0.8232 X 

Before Pipeline (Efficientnetb0) 0.8631 0.9574 0.9396/0.8631 0.8598 0.9662 

After Pipeline (Efficientnetb0) 0.8750 0.9601 0.9451/0.8750 0.8706 0.9709 

Before Pipeline (Googlenet) 0.8657 0.9604 0.9408/0.8657 0.8651 0.9724 

After Pipeline (Googlenet) 0.8799 0.9627 0.9470/0.8799 0.8772 0.9757 

Before Pipeline (Inceptionv3) 0.8752 0.9628 0.9445/0.8752 0.8743 0.9730 

After Pipeline (Inceptionv3) 0.8885 0.9671 0.9511/0.8885 0.8876 0.9785 

Before Pipeline (Xception) 0.8766 0.9609 0.9458/0.8766 0.8730 0.9735 

After Pipeline (Xception) 0.8834 0.9634 0.9492/0.8834 0.8793 0.9757 

Before Pipeline (Densenet201) 0.8824 0.9648 0.9481/0.8824 0.8814 0.9745 

After Pipeline (Densenet201) 0.8954 0.9687 0.9545/0.8954 0.8934 0.9787 
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5.0 CONCLUSION 

 

An automatic classification study of COVID-19 Pneumonia/Other Pneumonia/Healthy and COVID-19 

Pneumonia/Bacterial Pneumonia/Viral Pneumonia/Healthy was performed using X-ray images. A total of seven CNN 

architectures (Mobilenetv2, Resnet101, Googlenet, Xception, Densenet201, Efficientnetb0, and Inceptionv3) were used 

in the experiments. In this respect, it can be said that the study is one of the most comprehensive comparisons in the 

literature. The classification results were calculated by giving the original images, LBP, and LE feature images as 

separate inputs to the mentioned CNN architectures. Also, using a pipeline algorithm, the results were combined and 

further improved. Another feature of the study is that a larger number of COVID-19 images were used than in the 

previous studies in the literature. In this context, the number of COVID-19 X-ray images used in the study is 12 times 

and 15 times more, respectively, than the average number of images used in three-class and four-class classification 

studies. Moreover, the number of COVID-19 X-ray images used in this study is more than twice the number ever used in 

a study before. 

 

Within the scope of the study, it is seen that using the original images directly provides higher classification results than 

using LBP and LE feature images. In other words, using LBP and LE feature images as input images alone are not 

effective in increasing the classification results. In fact, it negatively affects the classification results. However, the 

introduction of the pipeline algorithm increases the classification results. Within the scope of the study, the pipeline 

algorithm has been used to combine the original image results with the LBP feature image results for the same CNN 

architecture. Similarly, original and LE feature image results were also combined. The said pipeline algorithm can also 

be used to combine the original image results of different CNN architectures. However, in this case, it shows a lower 

performance than when used in the study. The main reason for this situation is that when the original images are used as 

input, the set of misclassified images that can be considered and named stubborn, even if they are classified with 

different CNN architectures, does not change much. However, when the input image type is changed, the incorrectly 

classified image set changes, even if the CNN architecture is not changed. This allows the pipeline algorithm to produce 

better results. 

 

In the case of using the pipeline algorithm, there is an approximately two-fold increase in CPU time cost. In order to 

understand the CPU time cost in question, it would be helpful to examine CPU times if different CNN architectures are 

used for classification. For example, using the original images for a three-class classification, the second-highest overall 

accuracy result was 0.9667 with the Xception architecture. The CPU time for the architecture in question is 3.4998 

seconds. Using the original images in the same classification title, the highest overall accuracy result was 0.9701 with 

the Densenet201 architecture. The CPU time for the architecture in question is 11.3934 seconds. For an overall accuracy 

increase of 0.034, the time cost was approximately 3.25 times higher. When the results obtained using the Original and 

LE images for the Xception architecture are combined with the pipeline algorithm, the overall accuracy increases to 

0.9728 and the CPU time to 6.9570 seconds. This result is higher than the result obtained using the original images for 

the Densenet201 architecture. However, in terms of CPU runtime, it is almost lower by half. The same is true for the 

four-class classification. 

 

When the classification successes of the seven CNN architectures used within the scope of the study are compared, the 

first three CNN architectures that stand out are Densenet201, Xception, and Inceptionv3, respectively. However, these 

CNN architectures are generally costlier in terms of CPU time than other CNN architectures. When pipeline algorithms 

are used, the results obtained for this CNN architecture are again the highest. 

 

When the results obtained within the scope of the study are compared with the results obtained in previous studies in the 

literature, it is seen that high results are obtained with the contribution of the pipeline algorithm used. Almost all CNN 

architectures used in previous studies are included in the study. It is not healthy to make a complete comparison owing 

to the differences between training-test procedures and the number of images used in the studies. Many CNN 

architectures used in past studies were included in the study. By using the pipeline algorithm, the results obtained with 

the CNN architectures in question have been further enhanced. For this reason, the results of the study are more 

successful than the previous studies. 

 

The studies to be carried out after this stage will aim to reveal the COVID-19 Pneumonia/Other Pneumonia/Healthy 

classification results for CT images, as for X-ray images. As in this study, future studies will aim to use multiple 
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comprehensive CNN architectures, input image types and pipeline algorithms. Another important alternative is to test 

the success of 3D-CNN architectures for input image combinations. 
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APPENDIX 

 

Table 1: Information from previous studies for COVID-19 Pneumonia/Other Pneumonia/ Healthy classification  

using X-ray Images 

 

Study 
Number of X-Ray 

Images 
Methods  Train-Test Methods Results 

Islam et al. [8] 

4,575 images (1,525 

Covid-19, 1,525 
Other Pneumonia, 

and 1,525 Healthy) 

Convolutional Neural 
Network (CNN) and 

Long 

Short-Term Memory 
(LSTM) 

Train: 3,660 images (1,220 

Covid-19, 1,220 Other 
Pneumonia, and 1,220 

Healthy); Test: 915 images 

(305 Covid-19, 305 Other 
Pneumonia, and 305 

Healthy) 

Covid-19: Sen: 0.990-0.993; Spe: 0.982-
0.992; Acc: 0.985-0.992; F-1 Score: 0.977-

0.989; AUC: 0.953-0.999; Other 

Pneumonia: Sen: 0.964-0.980; Spe: 0.997-
0.998; Acc: 0.986-0.992; F-1 Score: 0.978-

0.988; Healthy: Sen: 1.000; Spe: 0.997-

0.998; Acc: 0.998-0.999; F-1 Score: 0.997-
0.998; Overall: Acc: 0.994 

Yildirim and Cinar 

[9] 

543 images (136 

Covid-19, 162 Other 

Pneumonia, and 245 
Healthy) 

Convolutional Neural 

Network (Alexnet, 
Resnet50, Googlenet, 

VGG16, and Developed 

Hybrid Architectures) 

80% Train-20% Test 

Covid-19: Sen: 0.8438-0.9630; Spe: 0.9737-

1.000; Acc: 0.9505-0.9811; F-1 Score: 
0.9153-0.9643; Other Pneumonia: Sen: 

0.8596-1.000; Spe: 0.9032-1.000; Acc: 

0.9245-0.9811; F-1 Score: 0.9245-0.9800; 
Healthy: Sen: 0.9286-1.000; Spe: 0.8721-

0.9650; Acc: 0.8889-0.9630; F-1 Score: 

0.7778-0.9355; Overall: Acc: 0.8889-0.9630 

Rahimzadeh and 

Attar [10] 

15,085 images (180 

Covid-19, 6,054 

Other Pneumonia, 
and 8,851 Healthy) 

Modified Deep 
Convolutional Neural 

Network (Based on the 

Concatenation of 
Xception 

and Resnet50v2) 

Train: 3,783 images (149 

Covid-19, 1,634 Other 

Pneumonia, and 2,000 
Healthy); Test: 11,302 

images (31 Covid-19, 4,420 

Other Pneumonia, and 6,851 
Healthy) and 5-fold 

Covid-19: Sen: 0.7335-0.8053; Spe: 0.9933-

0.9956; Acc: 0.9926-0.9950; Other 

Pneumonia: Sen: 0.8554-0.8895; Spe: 
0.9298-0.9432; Acc: 0.9007-0.9160; Healthy: 

Sen: 0.9260-0.9406; Spe: 0.8664-0.8963; 

Acc: 0.9025-0.9171; Overall: Acc: 0.8979-
0.9140 

Nour et al. [11] 

2,905 images (219 

Covid-19, 1,345 

Other Pneumonia, 

and 1,341 Healthy) 

Deep Features, 

Bayesian Optimization, 

Support Vector 

Machine, Decision 

Tree, and k-Nearest 
Neighbor 

Train: 2,033 images (153 
Covid-19, 941 Other 

Pneumonia, and 939 

Healthy); Test: 872 images 
(66 Covid-19, 404 Other 

Pneumonia, and 402 

Healthy) 

Overall: Sen: 0.8753-0.9461; Spe: 0.9554-

0.9975; Acc: 0.9209-0.9897; F-1 Score: 
0.8769-0.9672 

Narayan Das et al. 

[12] 

1,125 images (125 

Covid-19, 500 Other 

Pneumonia, and 500 
Healthy) 

Transfer Learning with 
Convolutional Neural 

Networks (Xception) 

70% Train-10% Validation-

20% Test 

Overall: Sen: 0.970921; Spe: 0.972973; Acc: 

0.974068; F-1Score: 0.969697 

Ozturk et al. [13] 

1,125 images (125 

Covid-19, 500 Other 
Pneumonia, and 500 

Healthy) 

Convolutional Neural 
Network (Darknet)  

5-fold    
Overall: Sen: 0.8535; Spe: 0.9218; Acc: 

0.8702; F-1 Score: 0.8737 

Toraman et al. [14] 

2,331 images (231 
Covid-19, 1,050 

Other Pneumonia, 

and 1,050 Healthy) 

Convolutional Neural 

Network (Capsnet) 
10-fold    

Overall: Sen: 0.8422; Spe: 0.9179; Acc: 

0.8919; F-1 Score: 0.8421 (Note: The results 
show the average fold.); Avagare Acc: 0.8422 

Khan et al. [15] 

1,251 images (284 

Covid-19, 657 Other 

Pneumonia, and 310 
Healthy) 

Convolutional Neural 

Network (Coronet 

(Xception))  

4-fold 
Overall: Sen: 0.969; Spe: 0.975; Acc: 0.95; 

F-1 Score: 0.956 

Toğaçar et al. [16] 

458 images (295 

Covid-19, 98 Other 

Pneumonia, and 65 
Healthy) 

Convolutional Neural 

Network (Squeezenet 

and Mobilenetv2), 
Social Mimic 

Optimization, and 

Support Vector 
Machines (SVM) 

70% Train-30% Test and 5-

fold    

Covid-19: Sen: 0.9932-1.000; Spe: 0.9937-

1.000; Acc: 0.9926-1.000; F-1 Score: 0.9944-
1.000; Other Pneumonia: Sen: 0.9655-

1.000; Spe: 0.9815-0.9907; Acc: 0.9781-

0.9927; F-1 Score: 0.9491-0.9831; Healthy: 
Sen: 0.90-0.95; Spe: 0.9914-1.000; Acc: 

0.9781-0.9927; F-1 Score: 0.9231-0.9743; 

Overall: Acc: 0.9781-0.9927 

Ucar and Korkmaz 

[17] 

5,949 images (76 
Covid-19, 4,290 

Other Pneumonia, 

and 1,583 Healthy) 

Convolutional Neural 

Network (Deep Bayes-
Squeezenet) 

Train: 5,310 images (66 

Covid-19, 3,895 Other 

Pneumonia, and 1,349 
Healthy) Test: 639 images 

(10 Covid-19, 395 Other 

Covid-19: Sen: 0.7-1.000; Spe: 0.9904-

0.9967; Acc: 0.7-1.000; F-1 Score: 0.6087-

0.9967; Other Pneumonia: Sen: 0.9673-
0.9873; Spe: 0.4098-0.9902; Acc: 0.9673-

0.9873; F-1 Score: 0.8396-0.9737; Healthy: 
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Pneumonia, and 234 

Healthy) 

Sen: 0.3889-0.9804; Spe: 0.9869-0.9975; 

Acc: 0.3889-0.9804; F-1 Score: 0.5583-
0.9772; Overall: Sen: 0.6921-0.9826; Spe: 

0.7993-0.9913; Acc: 0.7637-0.9826; F-1 

Score: 0.6689-0.9825 

Civit-Masot et al. 
[18] 

396 images (132 

Covid-19, 132 Other 
Pneumonia, and 132 

Healthy) 

Convolutional Neural 
Network (VGG16) 

Train: 316 images (105 

Covid-19, 106 Other 

Pneumonia, and 105 
Healthy) Test: 80 images 

(27 Covid-19, 26 Other 

Pneumonia, and 27 Healthy) 

Covid-19: Sen: 0.96-1.000; F-1 Score: 0.91-

0.92; AUC: 0.989; Other Pneumonia: Sen: 
0.69-0.73; F-1 Score: 0.78-0.81; AUC: 0.897-

0.902; Healthy: Sen: 0.81-0.93; F-1 Score: 

0.81-0.88; AUC: 0.941; Overall (Macro): 
Sen: 0.85-0.86; Spe: 0.92-0.93; Acc: 0.85-

0.86; F-1 Score: 0.85-0.86; AUC: 0.949 

Singh et al. [19] 

1,419 images (132 
Covid-19, 619 Other 

Pneumonia, and 668 

Healthy) 

Convolutional Neural 

Network 

Train: 1,135 images (106 
Covid-19, 495 Other 

Pneumonia, and 534 

Healthy); Test: 284 images 
(26 Covid-19, 124 Other 

Pneumonia, and 134 

Healthy) 

Covid-19: Sen: 0.96; Acc: 0.9894; F-1 Score: 

0.94; Other Pneumonia: Sen: 0.94; Acc: 

0.9613; F-1 Score: 0.96; Healthy: Sen: 0.97; 
Acc: 0.9648; F-1 Score: 0.96; Overall: Sen: 

0.956; Acc: 0.958; F-1 Score: 0.9588  

Shorfuzzaman and 
Masud [20] 

678 images (226 

Covid-19, 226 Other 
Pneumonia, and 226 

Healthy) 

Transfer Learning with 

Convolutional Neural 

Networks (VGG16, 
Resnet50v2, Mobilenet, 

Xception, Densenet121 

and Ensemble) 

5-fold 

Overall: Sen: 0.9565-1.000; Spe: 0.9767-

0.9889; Acc: 0.9411-0.9926; F-1 Score: 

0.9573-0.9889; AUC: 0.9547-0.9944 

Pandit and Banday 

[21] 

1,428 images (224 

Covid-19, 700 Other 

Pneumonia, and 504 
Healthy) 

Transfer Learning with 
Convolutional Neural 

Networks (VGG16) 

70% Train-30% Test Overall: Sen: 0.867; Spe: 0.951; Acc: 0.9253 

Loey et al. [22] 

227 images (69 
Covid-19, 79 Other 

Pneumonia, and 79 

Healthy) 

Transfer Learning with 

Convolutional Neural 

Networks (Alexnet, 
Googlenet, and 

Resnet18) 

Train: 200 images (60 

Covid-19, 70 Other 
Pneumonia, and 70 

Healthy); Test: 27 images (9 

Covid-19, 9 Other 

Pneumonia, and 9 Healthy) 

Covid-19: Acc: 0.818-1.000; Other 

Pneumonia: Acc: 0.643-0.875; Healthy: 

Acc: 0.75-1.000; Overall: Sen: 0.8148-
0.8519; Acc: 0.8148-0.8519; F-1 Score: 

0.8146-0.8519 

 

Table 2: Information from previous studies for COVID-19 Pneumonia/Bacterial Pneumonia/Viral Pneumonia/ Healthy 

classification using X-ray Images 

 

Study 
Number of X-Ray 

Images 
Methods  Train-Test Methods Results 

Khan et al. [15] 

1,251 images (284 

Covid-19, 330 
Bacterial Pneumonia, 

327 Viral Pneumonia 

and 310 Healthy) 

Convolutional Neural 
Network (Coronet 

(Xception)  

4-fold 
Overall: Sen: 0.8992; Spe: 0.964; Acc: 

0.896; F-1 Score: 0.898 

Mahmud et al. [23] 

1,220 images (305 

Covid-19, 305 
Bacterial Pneumonia, 

305 Viral Pneumonia 

and 305 Healthy) 

Transfer Learning with 

Convolutional Neural 

Networks (Stacked Multi-
Resolution Covxnet) 

5-fold    
Overall: Sen: 0.899; Spe: 0.891; Acc: 

0.902; F-1 Score: 0.904; AUC: 0.911 

Loey et al. [22] 

306 images (69 

Covid-19, 79 

Bacterial Pneumonia, 
79 Viral Pneumonia, 

and 79 Healthy) 

Transfer Learning with 
Convolutional Neural 

Networks (Alexnet, 

Googlenet, and Resnet18) 

Train: 270 images (60 

Covid-19, 70 Bacterial 
Pneumonia, 70 Viral 

Pneumonia, and 70 

Healthy); Test: 36 images 
(9 Covid-19, 9 Bacterial 

Pneumonia, 9 Viral 

Pneumonia, and 9 
Healthy) 

Covid-19: Acc: 1.000; Bacterial 

Pneumonia: Acc: 0.444-0.70; Viral 

Pneumonia: Acc: 0.40-0.667; 

Healthy: Acc: 0.643-1.000; Overall: 

Sen: 0.6667-0.8056; Acc: 0.6667-
0.8056; F-1 Score: 0.6566-0.8232 
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Table 7: Comparison of results obtained using Mobilenetv2 for three-class classification 

 

Method Class TP FN TN FP SEN SPE ACC F-1 AUC 
Overall 

ACC 

Original 

Covid-19 3360 45 6229 33 0.9868 0.9947 0.9919 0.9885 0.9991 

0.9602 
Other Pn. 4045 228 5274 120 0.9466 0.9778 0.9640 0.9588 0.9914 

Healthy  1877 112 7446 232 0.9437 0.9698 0.9644 0.9161 0.9908 

Overall (weighted)  0.9602 0.9821 0.9739 0.9605 0.9940 

LBP 

Covid-19 3364 41 6197 65 0.9880 0.9896 0.9890 0.9845 0.9993 

0.9413 
Other Pn. 4016 257 5140 254 0.9399 0.9529 0.9471 0.9402 0.9873 

Healthy  1720 269 7430 248 0.8648 0.9677 0.9465 0.8693 0.9793 

Overall (weighted)  0.9413 0.9689 0.9618 0.9412 0.9899 

LE 

Covid-19 3368 37 6194 68 0.9891 0.9891 0.9891 0.9847 0.9990 

0.9461 
Other Pn. 4044 229 5161 233 0.9464 0.9568 0.9522 0.9460 0.9881 

Healthy  1734 255 7458 220 0.8718 0.9713 0.9509 0.8795 0.9834 

Overall (weighted)  0.9461 0.9712 0.9649 0.9459 0.9910 

Pipeline 

(Original-LBP) 

Covid-19 3390 15 6232 30 0.9956 0.9952 0.9953 0.9934 0.9997 

0.9663 
Other Pn. 4095 178 5270 124 0.9583 0.9770 0.9688 0.9644 0.9929 

Healthy  1856 133 7506 172 0.9331 0.9776 0.9684 0.9241 0.9902 

Overall (weighted)  0.9663 0.9835 0.9781 0.9663 0.9948 

Pipeline 

(Original-LE) 

Covid-19 3391 14 6231 31 0.9959 0.9950 0.9953 0.9934 0.9995 

0.9669 
Other Pn. 4096 177 5271 123 0.9586 0.9772 0.9690 0.9647 0.9930 

Healthy  1860 129 7512 166 0.9351 0.9784 0.9695 0.9265 0.9913 

Overall (weighted)  0.9669 0.9837 0.9784 0.9669 0.9949 

 

Table 8: Comparison of results obtained using Resnet101 for three-class classification 

 

Method Class TP FN TN FP SEN SPE ACC F-1 AUC 
Overall 

ACC 

Original 

Covid-19 3353 52 6229 33 0.9847 0.9947 0.9912 0.9875 0.9979 

0.9607 
Other Pn. 4098 175 5230 164 0.9590 0.9696 0.9649 0.9603 0.9942 

Healthy  1836 153 7495 183 0.9231 0.9762 0.9652 0.9162 0.9920 

Overall (weighted)  0.9607 0.9798 0.9743 0.9608 0.9950 

LBP 

Covid-19 3370 35 6196 66 0.9897 0.9895 0.9896 0.9852 0.9989 

0.9366 
Other Pn. 4008 265 5103 291 0.9380 0.9461 0.9425 0.9351 0.9813 

Healthy  1676 313 7422 256 0.8426 0.9667 0.9411 0.8549 0.9737 

Overall (weighted)  0.9366 0.9656 0.9588 0.9363 0.9859 

LE 

Covid-19 3353 52 6185 77 0.9847 0.9877 0.9867 0.9811 0.9983 

0.9467 
Other Pn. 4002 271 5203 191 0.9366 0.9646 0.9522 0.9454 0.9874 

Healthy  1797 192 7431 247 0.9035 0.9678 0.9546 0.8911 0.9833 

Overall (weighted)  0.9467 0.9734 0.9648 0.9468 0.9904 

Pipeline 

(Original-LBP) 

Covid-19 3389 16 6231 31 0.9953 0.9950 0.9951 0.9931 0.9995 

0.9644 
Other Pn. 4118 155 5228 166 0.9637 0.9692 0.9668 0.9625 0.9940 

Healthy  1816 173 7531 147 0.9130 0.9809 0.9669 0.9190 0.9917 

Overall (weighted)  0.9644 0.9807 0.9768 0.9643 0.9954 

Pipeline 

(Original-LE) 

Covid-19 3378 27 6240 22 0.9921 0.9965 0.9949 0.9928 0.9994 

0.9674 
Other Pn. 4117 156 5256 138 0.9635 0.9744 0.9696 0.9655 0.9941 

Healthy  1857 132 7523 155 0.9336 0.9798 0.9703 0.9283 0.9925 

Overall (weighted)  0.9674 0.9833 0.9787 0.9675 0.9957 
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Table 9: Comparison of results obtained using Googlenet for three-class classification 

 

Method Class TP FN TN FP SEN SPE ACC F-1 AUC 
Overall 

ACC 

Original 

Covid-19 3347 58 6222 40 0.9830 0.9936 0.9899 0.9856 0.9989 

0.9559 
Other Pn. 4154 119 5135 259 0.9722 0.9520 0.9609 0.9565 0.9934 

Healthy  1740 249 7551 127 0.8748 0.9835 0.9611 0.9025 0.9894 

Overall (weighted)  0.9559 0.9731 0.9711 0.9556 0.9945 

LBP 

Covid-19 3270 135 6206 56 0.9604 0.9911 0.9802 0.9716 0.9977 

0.9288 
Other Pn. 4041 232 5049 345 0.9457 0.9360 0.9403 0.9334 0.9861 

Healthy  1668 321 7391 287 0.8386 0.9626 0.9371 0.8458 0.9748 

Overall (weighted)  0.9288 0.9609 0.9537 0.9288 0.9879 

LE 

Covid-19 3330 75 6194 68 0.9780 0.9891 0.9852 0.9790 0.9980 

0.9459 
Other Pn. 4036 237 5177 217 0.9445 0.9598 0.9530 0.9468 0.9905 

Healthy  1778 211 7440 238 0.8939 0.9690 0.9536 0.8879 0.9855 

Overall (weighted)  0.9459 0.9720 0.9645 0.9460 0.9921 

Pipeline 

(Original-LBP) 

Covid-19 3380 25 6238 24 0.9927 0.9962 0.9949 0.9928 0.9995 

0.9614 
Other Pn. 4155 118 5163 231 0.9724 0.9572 0.9639 0.9597 0.9938 

Healthy  1759 230 7560 118 0.8844 0.9846 0.9640 0.9100 0.9896 

Overall (weighted)  0.9614 0.9766 0.9748 0.9611 0.9950 

Pipeline 

(Original-LE) 

Covid-19 3373 32 6230 32 0.9906 0.9949 0.9934 0.9906 0.9993 

0.9647 
Other Pn. 4156 117 5206 188 0.9726 0.9651 0.9684 0.9646 0.9948 

Healthy  1797 192 7557 121 0.9035 0.9842 0.9676 0.9199 0.9921 

Overall (weighted)  0.9647 0.9796 0.9771 0.9646 0.9958 

 

Table 10: Comparison of results obtained using Xception for three-class classification 

 

Method Class TP FN TN FP SEN SPE ACC F-1 AUC 
Overall 

ACC 

Original 

Covid-19 3378 27 6239 23 0.9921 0.9963 0.9948 0.9927 0.9993 

0.9667 
Other Pn. 4086 187 5283 111 0.9562 0.9794 0.9692 0.9648 0.9946 

Healthy  1881 108 7490 188 0.9457 0.9755 0.9694 0.9271 0.9940 

Overall (weighted)  0.9667 0.9846 0.9783 0.9669 0.9961 

LBP 

Covid-19 3387 18 6217 45 0.9947 0.9928 0.9935 0.9908 0.9995 

0.9515 
Other Pn. 4046 227 5190 204 0.9469 0.9622 0.9554 0.9494 0.9905 

Healthy  1765 224 7458 220 0.8874 0.9713 0.9541 0.8883 0.9848 

Overall (weighted)  0.9515 0.9749 0.9685 0.9514 0.9925 

LE 

Covid-19 3368 37 6225 37 0.9891 0.9941 0.9923 0.9891 0.9991 

0.9588 
Other Pn. 4089 184 5220 174 0.9569 0.9677 0.9630 0.9581 0.9918 

Healthy  1812 177 7491 187 0.9110 0.9756 0.9623 0.9087 0.9892 

Overall (weighted)  0.9588 0.9786 0.9732 0.9589 0.9939 

Pipeline 

(Original-LBP) 

Covid-19 3393 12 6241 21 0.9965 0.9966 0.9966 0.9952 0.9996 

0.9698 
Other Pn. 4113 160 5277 117 0.9626 0.9783 0.9713 0.9674 0.9950 

Healthy  1869 120 7524 154 0.9397 0.9799 0.9717 0.9317 0.9933 

Overall (weighted)  0.9698 0.9851 0.9803 0.9698 0.9962 

Pipeline 

(Original-LE) 

Covid-19 3396 9 6247 15 0.9974 0.9976 0.9975 0.9965 0.9995 

0.9728 
Other Pn. 4129 144 5285 109 0.9663 0.9798 0.9738 0.9703 0.9954 

Healthy  1879 110 7539 139 0.9447 0.9819 0.9742 0.9379 0.9940 

Overall (weighted)  0.9728 0.9865 0.9823 0.9728 0.9965 
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Table 11: Comparison of results obtained using Densenet201 for three-class classification 

 

Method Class TP FN TN FP SEN SPE ACC F-1 AUC 
Overall 

ACC 

Original 

Covid-19 3373 32 6227 35 0.9906 0.9944 0.9931 0.9902 0.9995 

0.9701 
Other Pn. 4121 152 5280 114 0.9644 0.9789 0.9725 0.9687 0.9954 

Healthy  1884 105 7538 140 0.9472 0.9818 0.9747 0.9389 0.9954 

Overall (weighted)  0.9701 0.9849 0.9802 0.9702 0.9968 

LBP 

Covid-19 3392 13 6223 39 0.9962 0.9938 0.9946 0.9924 0.9994 

0.9589 
Other Pn. 4063 210 5236 158 0.9509 0.9707 0.9619 0.9567 0.9919 

Healthy  1815 174 7478 200 0.9125 0.9740 0.9613 0.9066 0.9887 

Overall (weighted)  0.9589 0.9795 0.9733 0.9590 0.9939 

LE 

Covid-19 3385 20 6227 35 0.9941 0.9944 0.9943 0.9919 0.9994 

0.9643 
Other Pn. 4117 156 5236 158 0.9635 0.9707 0.9675 0.9633 0.9937 

Healthy  1820 169 7526 152 0.9150 0.9802 0.9668 0.9190 0.9918 

Overall (weighted)  0.9643 0.9810 0.9768 0.9643 0.9953 

Pipeline 

(Original-LBP) 

Covid-19 3395 10 6241 21 0.9971 0.9966 0.9968 0.9955 0.9996 

0.9727 
Other Pn. 4124 149 5289 105 0.9651 0.9805 0.9737 0.9701 0.9961 

Healthy  1884 105 7540 138 0.9472 0.9820 0.9749 0.9394 0.9955 

Overall (weighted)  0.9727 0.9865 0.9821 0.9727 0.9972 

Pipeline 

(Original-LE) 

Covid-19 3393 12 6239 23 0.9965 0.9963 0.9964 0.9949 0.9996 

0.9753 
Other Pn. 4157 116 5283 111 0.9729 0.9794 0.9765 0.9734 0.9964 

Healthy  1878 111 7573 105 0.9442 0.9863 0.9777 0.9456 0.9958 

Overall (weighted)  0.9753 0.9868 0.9837 0.9753 0.9974 

 

Table 12: Comparison of results obtained using Efficientnetb0 for three-class classification 

 

Method Class TP FN TN FP SEN SPE ACC F-1 AUC 
Overall 

ACC 

Original 

Covid-19 3371 34 6223 39 0.9900 0.9938 0.9924 0.9893 0.9995 

0.9607 
Other Pn. 4083 190 5239 155 0.9555 0.9713 0.9643 0.9595 0.9924 

Healthy  1833 156 7492 186 0.9216 0.9758 0.9646 0.9147 0.9894 

Overall (weighted)  0.9607 0.9801 0.9743 0.9608 0.9943 

LBP 

Covid-19 3374 31 6172 90 0.9909 0.9856 0.9875 0.9824 0.9986 

0.9402 
Other Pn. 3969 304 5175 219 0.9289 0.9594 0.9459 0.9382 0.9861 

Healthy  1746 243 7409 269 0.8778 0.9650 0.9470 0.8721 0.9777 

Overall (weighted)  0.9402 0.9698 0.9608 0.9402 0.9888 

LE 

Covid-19 3371 34 6208 54 0.9900 0.9914 0.9909 0.9871 0.9993 

0.9522 
Other Pn. 4060 213 5193 201 0.9502 0.9627 0.9572 0.9515 0.9890 

Healthy  1774 215 7471 207 0.8919 0.9730 0.9563 0.8937 0.9850 

Overall (weighted)  0.9522 0.9749 0.9689 0.9521 0.9918 

Pipeline 

(Original-LBP) 

Covid-19 3389 16 6229 33 0.9953 0.9947 0.9949 0.9928 0.9996 

0.9654 
Other Pn. 4113 160 5246 148 0.9626 0.9726 0.9681 0.9639 0.9923 

Healthy  1831 158 7525 153 0.9206 0.9801 0.9678 0.9217 0.9888 

Overall (weighted)  0.9654 0.9819 0.9775 0.9654 0.9942 

Pipeline 

(Original-LE) 

Covid-19 3386 19 6232 30 0.9944 0.9952 0.9949 0.9928 0.9997 

0.9658 
Other Pn. 4115 158 5242 152 0.9630 0.9718 0.9679 0.9637 0.9933 

Healthy  1835 154 7529 149 0.9226 0.9806 0.9687 0.9237 0.9910 

Overall (weighted)  0.9658 0.9819 0.9776 0.9657 0.9951 
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Table 13: Comparison of results obtained using Inceptionv3 for three-class classification 

 

Method Class TP FN TN FP SEN SPE ACC F-1 AUC 
Overall 

ACC 

Original 

Covid-19 3350 55 6224 38 0.9838 0.9939 0.9904 0.9863 0.9992 

0.9638 
Other Pn. 4115 158 5243 151 0.9630 0.9720 0.9680 0.9638 0.9952 

Healthy  1852 137 7517 161 0.9311 0.9790 0.9692 0.9255 0.9933 

Overall (weighted)  0.9638 0.9812 0.9761 0.9639 0.9962 

LBP 

Covid-19 3375 30 6222 40 0.9912 0.9936 0.9928 0.9897 0.9994 

0.9558 
Other Pn. 4028 245 5248 146 0.9427 0.9729 0.9596 0.9537 0.9923 

Healthy  1837 152 7437 241 0.9236 0.9686 0.9593 0.9034 0.9888 

Overall (weighted)  0.9558 0.9793 0.9712 0.9560 0.9941 

LE 

Covid-19 3362 43 6228 34 0.9874 0.9946 0.9920 0.9887 0.9992 

0.9536 
Other Pn. 4043 230 5210 184 0.9462 0.9659 0.9572 0.9513 0.9918 

Healthy  1813 176 7447 231 0.9115 0.9699 0.9579 0.8991 0.9889 

Overall (weighted)  0.9536 0.9768 0.9696 0.9537 0.9938 

Pipeline 

(Original-LBP) 

Covid-19 3389 16 6237 25 0.9953 0.9960 0.9958 0.9940 0.9996 

0.9732 
Other Pn. 4139 134 5288 106 0.9686 0.9803 0.9752 0.9718 0.9961 

Healthy  1880 109 7550 128 0.9452 0.9833 0.9755 0.9407 0.9945 

Overall (weighted)  0.9732 0.9865 0.9825 0.9732 0.9970 

Pipeline 

(Original-LE) 

Covid-19 3387 18 6244 18 0.9947 0.9971 0.9963 0.9947 0.9996 

0.9728 
Other Pn. 4137 136 5280 114 0.9682 0.9789 0.9741 0.9707 0.9960 

Healthy  1880 109 7547 131 0.9452 0.9829 0.9752 0.9400 0.9946 

Overall (weighted)  0.9728 0.9861 0.9821 0.9728 0.9970 

 

Table 15: Comparison of results obtained using Mobilenetv2 for four-class classification 

Method Class TP FN TN FP SEN SPE ACC F-1 AUC 
Overall 

ACC 

Original 

Covid-19 3372 33 6207 55 0.9903 0.9912 0.9909 0.9871 0.9992 

0.8581 

Bacterial 2337 443 6247 640 0.8406 0.9071 0.8880 0.8119 0.9488 

Viral 774 719 7702 472 0.5184 0.9423 0.8768 0.5652 0.8851 

Healthy  1812 177 7473 205 0.9110 0.9733 0.9605 0.9046 0.9897 

Overall (weighted)  0.8581 0.9558 0.9374 0.8546 0.9651 

LBP 

Covid-19 3352 53 6170 92 0.9844 0.9853 0.9850 0.9788 0.9985 

0.8292 

Bacterial 2166 614 6325 562 0.7791 0.9184 0.8783 0.7865 0.9428 

Viral 726 767 7582 592 0.4863 0.9276 0.8594 0.5165 0.8688 

Healthy  1772 217 7273 405 0.8909 0.9473 0.9357 0.8507 0.9769 

Overall (weighted)  0.8292 0.9493 0.9248 0.8258 0.9580 

LE 

Covid-19 3361 44 6193 69 0.9871 0.9890 0.9883 0.9835 0.9989 

0.8419 

Bacterial 2159 621 6293 594 0.7766 0.9138 0.8743 0.7804 0.9392 

Viral 844 649 7570 604 0.5653 0.9261 0.8704 0.5740 0.8861 

Healthy  1775 214 7417 261 0.8924 0.9660 0.9509 0.8820 0.9831 

Overall (weighted)  0.8419 0.9529 0.9296 0.8409 0.9611 

Pipeline 

(Original-LBP) 

Covid-19 3396 9 6214 48 0.9974 0.9923 0.9941 0.9917 0.9994 

0.8701 

Bacterial 2372 408 6318 569 0.8532 0.9174 0.8989 0.8292 0.9566 

Viral 784 709 7791 383 0.5251 0.9531 0.8870 0.5895 0.8995 

Healthy  1859 130 7422 256 0.9346 0.9667 0.9601 0.9059 0.9897 

Overall (weighted)  0.8701 0.9594 0.9432 0.8652 0.9697 

Pipeline 

(Original-LE) 

Covid-19 3389 16 6220 42 0.9953 0.9933 0.9940 0.9915 0.9994 

0.8738 

Bacterial 2369 411 6303 584 0.8522 0.9152 0.8971 0.8264 0.9550 

Viral 831 662 7762 412 0.5566 0.9496 0.8889 0.6075 0.9059 

Healthy  1858 131 7496 182 0.9341 0.9763 0.9676 0.9223 0.9913 

Overall (weighted)  0.8738 0.9606 0.9445 0.8705 0.9705 
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Table 16: Comparison of results obtained using Resnet101 for four-class classification 

 

Method Class TP FN TN FP SEN SPE ACC F-1 AUC 
Overall 

ACC 

Original 

Covid-19 3359 46 6217 45 0.9865 0.9928 0.9906 0.9866 0.9984 

0.8573 
Bacterial 2184 596 6380 507 0.7856 0.9264 0.8859 0.7984 0.9505 

Viral 883 610 7567 607 0.5914 0.9257 0.8741 0.5920 0.9028 
Healthy  1862 127 7458 220 0.9361 0.9713 0.9641 0.9148 0.9907 

Overall (weighted)  0.8573 0.9589 0.9370 0.8568 0.9683 

LBP 

Covid-19 3369 36 6181 81 0.9894 0.9871 0.9879 0.9829 0.9987 

0.8358 
Bacterial 2284 496 6174 713 0.8216 0.8965 0.8749 0.7907 0.9417 

Viral 683 810 7651 523 0.4575 0.9360 0.8621 0.5061 0.8649 
Healthy  1744 245 7408 270 0.8768 0.9648 0.9467 0.8713 0.9778 

Overall (weighted)  0.8358 0.9486 0.9275 0.8311 0.9573 

LE 

Covid-19 3364 41 6164 98 0.9880 0.9844 0.9856 0.9798 0.9985 

0.8484 
Bacterial 2163 617 6359 528 0.7781 0.9233 0.8816 0.7907 0.9419 

Viral 871 622 7574 600 0.5834 0.9266 0.8736 0.5877 0.8852 
Healthy  1803 186 7438 240 0.9065 0.9687 0.9559 0.8943 0.9834 

Overall (weighted)  0.8484 0.9547 0.9323 0.8473 0.9616 

Pipeline 

(Original-LBP) 

Covid-19 3390 15 6215 47 0.9956 0.9925 0.9936 0.9909 0.9995 

0.8700 
Bacterial 2384 396 6285 602 0.8576 0.9126 0.8968 0.8269 0.9566 

Viral 778 715 7777 397 0.5211 0.9514 0.8850 0.5832 0.9073 
Healthy  1858 131 7467 211 0.9341 0.9725 0.9646 0.9157 0.9915 

Overall (weighted)  0.8700 0.9591 0.9430 0.8653 0.9713 

Pipeline 

(Original-LE) 

Covid-19 3389 16 6202 60 0.9953 0.9904 0.9921 0.9889 0.9993 

0.8708 
Bacterial 2267 513 6401 486 0.8155 0.9294 0.8967 0.8194 0.9568 

Viral 895 598 7672 502 0.5995 0.9386 0.8862 0.6194 0.9117 
Healthy  1867 122 7477 201 0.9387 0.9738 0.9666 0.9204 0.9926 

Overall (weighted)  0.8708 0.9615 0.9431 0.8690 0.9722 

 

Table 17: Comparison of results obtained using Googlenet for four-class classification 

Method Class TP FN TN FP SEN SPE ACC F-1 AUC 
Overall 

ACC 

Original 

Covid-19 3384 21 6182 80 0.9938 0.9872 0.9896 0.9853 0.9987 

0.8657 
Bacterial 2257 523 6432 455 0.8119 0.9339 0.8988 0.8219 0.9594 

Viral 933 560 7623 551 0.6249 0.9326 0.8851 0.6268 0.9142 
Healthy  1795 194 7466 212 0.9025 0.9724 0.9580 0.8984 0.9890 

Overall (weighted)  0.8657 0.9604 0.9408 0.8651 0.9724 

LBP 

Covid-19 3315 90 6189 73 0.9736 0.9883 0.9831 0.9760 0.9972 

0.8128 
Bacterial 1950 830 6448 439 0.7014 0.9363 0.8687 0.7545 0.9419 

Viral 920 573 7230 944 0.6162 0.8845 0.8431 0.5481 0.8723 
Healthy  1672 317 7324 354 0.8406 0.9539 0.9306 0.8329 0.9721 

Overall (weighted)  0.8128 0.9502 0.9178 0.8168 0.9568 

LE 

Covid-19 3354 51 6173 89 0.9850 0.9858 0.9855 0.9796 0.9983 

0.8465 
Bacterial 2294 486 6235 652 0.8252 0.9053 0.8823 0.8013 0.9470 

Viral 809 684 7635 539 0.5419 0.9341 0.8735 0.5695 0.8957 
Healthy  1726 263 7474 204 0.8678 0.9734 0.9517 0.8808 0.9824 

Overall (weighted)  0.8465 0.9521 0.9316 0.8446 0.9645 

Pipeline 

(Original-LBP) 

Covid-19 3385 20 6207 55 0.9941 0.9912 0.9922 0.9890 0.9993 

0.8697 
Bacterial 2218 562 6486 401 0.7978 0.9418 0.9004 0.8216 0.9610 

Viral 960 533 7609 565 0.6430 0.9309 0.8864 0.6362 0.9146 
Healthy  1844 145 7439 239 0.9271 0.9689 0.9603 0.9057 0.9898 

Overall (weighted)  0.8697 0.9631 0.9429 0.8693 0.9732 

Pipeline 

(Original-LE) 

Covid-19 3392 13 6199 63 0.9962 0.9899 0.9921 0.9889 0.9993 

0.8799 
Bacterial 2367 413 6385 502 0.8514 0.9271 0.9053 0.8380 0.9628 

Viral 892 601 7772 402 0.5975 0.9508 0.8962 0.6401 0.9238 
Healthy  1855 134 7484 194 0.9326 0.9747 0.9661 0.9188 0.9922 

Overall (weighted)  0.8799 0.9627 0.9470 0.8772 0.9757 
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Table 18: Comparison of results obtained using Xception for four-class classification 

 

Method Class TP FN TN FP SEN SPE ACC F-1 AUC 
Overall 

ACC 

Original 

Covid-19 3385 20 6234 28 0.9941 0.9955 0.9950 0.9930 0.9996 

0.8766 
Bacterial 2415 365 6257 630 0.8687 0.9085 0.8971 0.8292 0.9604 

Viral 809 684 7781 393 0.5419 0.9519 0.8886 0.6004 0.9112 
Healthy  1865 124 7536 142 0.9377 0.9815 0.9725 0.9334 0.9939 

Overall (weighted)  0.8766 0.9609 0.9458 0.8730 0.9735 

LBP 

Covid-19 3382 23 6208 54 0.9932 0.9914 0.9920 0.9887 0.9995 

0.8448 
Bacterial 2274 506 6277 610 0.8180 0.9114 0.8846 0.8030 0.9488 

Viral 699 794 7711 463 0.4682 0.9434 0.8700 0.5266 0.8784 
Healthy  1812 177 7305 373 0.9110 0.9514 0.9431 0.8682 0.9813 

Overall (weighted)  0.8448 0.9527 0.9322 0.8391 0.9625 

LE 

Covid-19 3384 21 6205 57 0.9938 0.9909 0.9919 0.9886 0.9992 

0.8610 
Bacterial 2289 491 6331 556 0.8234 0.9193 0.8917 0.8139 0.9537 

Viral 795 698 7726 448 0.5325 0.9452 0.8815 0.5811 0.8959 
Healthy  1855 134 7395 283 0.9326 0.9631 0.9569 0.8990 0.9874 

Overall (weighted)  0.8610 0.9575 0.9388 0.8570 0.9678 

Pipeline 

(Original-LBP) 

Covid-19 3397 8 6236 26 0.9977 0.9958 0.9965 0.9950 0.9998 

0.8818 
Bacterial 2457 323 6289 598 0.8838 0.9132 0.9047 0.8422 0.9627 

Viral 777 716 7864 310 0.5204 0.9621 0.8939 0.6023 0.9150 
Healthy  1893 96 7469 209 0.9517 0.9728 0.9684 0.9254 0.9926 

Overall (weighted)  0.8818 0.9621 0.9485 0.8761 0.9745 

Pipeline 

(Original-LE) 

Covid-19 3395 10 6237 25 0.9971 0.9960 0.9964 0.9949 0.9997 

0.8834 
Bacterial 2433 347 6323 564 0.8752 0.9181 0.9058 0.8423 0.9635 

Viral 828 665 7823 351 0.5546 0.9571 0.8949 0.6198 0.9196 
Healthy  1884 105 7491 187 0.9472 0.9756 0.9698 0.9281 0.9939 

Overall (weighted)  0.8834 0.9634 0.9492 0.8793 0.9757 

 

Table 19: Comparison of results obtained using Densenet201 for four-class classification 

Method Class TP FN TN FP SEN SPE ACC F-1 AUC 
Overall 

ACC 

Original 

Covid-19 3377 28 6234 28 0.9918 0.9955 0.9942 0.9918 0.9994 

0.8824 
Bacterial 2336 444 6386 501 0.8403 0.9273 0.9022 0.8318 0.9591 

Viral 947 546 7720 454 0.6343 0.9445 0.8966 0.6545 0.9205 
Healthy  1870 119 7524 154 0.9402 0.9799 0.9718 0.9320 0.9940 

Overall (weighted)  0.8824 0.9648 0.9481 0.8814 0.9745 

LBP 

Covid-19 3393 12 6226 36 0.9965 0.9943 0.9950 0.9930 0.9997 

0.8687 
Bacterial 2263 517 6436 451 0.8140 0.9345 0.8999 0.8238 0.9585 

Viral 894 599 7651 523 0.5988 0.9360 0.8839 0.6144 0.9080 
Healthy  1848 141 7419 259 0.9291 0.9663 0.9586 0.9023 0.9892 

Overall (weighted)  0.8687 0.9623 0.9430 0.8672 0.9715 

LE 

Covid-19 3383 22 6211 51 0.9935 0.9919 0.9924 0.9893 0.9993 

0.8751 
Bacterial 2331 449 6359 528 0.8385 0.9233 0.8989 0.8267 0.9572 

Viral 892 601 7750 424 0.5975 0.9481 0.8940 0.6351 0.9086 
Healthy  1854 135 7474 204 0.9321 0.9734 0.9649 0.9162 0.9916 

Overall (weighted)  0.8751 0.9616 0.9447 0.8728 0.9716 

Pipeline 

(Original-LBP) 

Covid-19 3398 7 6237 25 0.9979 0.9960 0.9967 0.9953 0.9999 

0.8954 
Bacterial 2408 372 6454 433 0.8662 0.9371 0.9167 0.8568 0.9672 

Viral 952 541 7799 375 0.6376 0.9541 0.9052 0.6752 0.9306 
Healthy  1898 91 7500 178 0.9542 0.9768 0.9722 0.9338 0.9946 

Overall (weighted)  0.8954 0.9687 0.9545 0.8934 0.9787 

Pipeline 

(Original-LE) 

Covid-19 3396 9 6236 26 0.9974 0.9958 0.9964 0.9949 0.9998 

0.8938 
Bacterial 2415 365 6404 483 0.8687 0.9299 0.9123 0.8507 0.9653 

Viral 931 562 7808 366 0.6236 0.9552 0.9040 0.6674 0.9297 
Healthy  1898 91 7526 152 0.9542 0.9802 0.9749 0.9398 0.9949 

Overall (weighted)  0.8938 0.9674 0.9535 0.8915 0.9780 
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Table 20: Comparison of results obtained using Efficientnetb0 for four-class classification 

 

Method Class TP FN TN FP SEN SPE ACC F-1 AUC 
Overall 

ACC 

Original 

Covid-19 3375 30 6213 49 0.9912 0.9922 0.9918 0.9884 0.9992 

0.8631 
Bacterial 2336 444 6265 622 0.8403 0.9097 0.8897 0.8142 0.9511 

Viral 796 697 7720 454 0.5332 0.9445 0.8809 0.5804 0.8873 
Healthy  1837 152 7480 198 0.9236 0.9742 0.9638 0.9130 0.9901 

Overall (weighted)  0.8631 0.9574 0.9396 0.8598 0.9662 

LBP 

Covid-19 3370 35 6138 124 0.9897 0.9802 0.9836 0.9770 0.9986 

0.8313 
Bacterial 2296 484 6168 719 0.8259 0.8956 0.8756 0.7924 0.9397 

Viral 646 847 7719 455 0.4327 0.9443 0.8653 0.4981 0.8518 
Healthy  1724 265 7345 333 0.8668 0.9566 0.9381 0.8522 0.9761 

Overall (weighted)  0.8313 0.9455 0.9249 0.8243 0.9544 

LE 

Covid-19 3370 35 6191 71 0.9897 0.9887 0.9890 0.9845 0.9990 

0.8517 
Bacterial 2308 472 6252 635 0.8302 0.9078 0.8855 0.8066 0.9484 

Viral 776 717 7690 484 0.5198 0.9408 0.8758 0.5637 0.8831 
Healthy  1779 210 7434 244 0.8944 0.9682 0.9530 0.8868 0.9845 

Overall (weighted)  0.8517 0.9538 0.9344 0.8483 0.9636 

Pipeline 

(Original-LBP) 

Covid-19 3387 18 6216 46 0.9947 0.9927 0.9934 0.9906 0.9996 

0.8661 
Bacterial 2435 345 6220 667 0.8759 0.9032 0.8953 0.8279 0.9546 

Viral 716 777 7834 340 0.4796 0.9584 0.8845 0.5618 0.8944 
Healthy  1835 154 7437 241 0.9226 0.9686 0.9591 0.9028 0.9892 

Overall (weighted)  0.8661 0.9567 0.9413 0.8596 0.9683 

Pipeline 

(Original-LE) 

Covid-19 3389 16 6223 39 0.9953 0.9938 0.9943 0.9920 0.9996 

0.8750 
Bacterial 2422 358 6270 617 0.8712 0.9104 0.8991 0.8324 0.9574 

Viral 796 697 7810 364 0.5332 0.9555 0.8902 0.6001 0.9046 
Healthy  1852 137 7490 188 0.9311 0.9755 0.9664 0.9193 0.9906 

Overall (weighted)  0.8750 0.9601 0.9451 0.8706 0.9709 

 

Table 21: Comparison of results obtained using Inceptionv3 for four-class classification 

Method Class TP FN TN FP SEN SPE ACC F-1 AUC 
Overall 

ACC 

Original 

Covid-19 3341 64 6228 34 0.9812 0.9946 0.9899 0.9855 0.9993 

0.8752 
Bacterial 2317 463 6377 510 0.8335 0.9259 0.8993 0.8265 0.9578 

Viral 929 564 7698 476 0.6222 0.9418 0.8924 0.6411 0.9148 
Healthy  1874 115 7492 186 0.9422 0.9758 0.9689 0.9257 0.9929 

Overall (weighted)  0.8752 0.9628 0.9445 0.8743 0.9730 

LBP 

Covid-19 3377 28 6208 54 0.9918 0.9914 0.9915 0.9880 0.9993 

0.8621 
Bacterial 2216 564 6424 463 0.7971 0.9328 0.8938 0.8119 0.9557 

Viral 961 532 7547 627 0.6437 0.9233 0.8801 0.6238 0.9121 
Healthy  1780 209 7489 189 0.8949 0.9754 0.9588 0.8994 0.9890 

Overall (weighted)  0.8621 0.9607 0.9395 0.8629 0.9712 

LE 

Covid-19 3362 43 6193 69 0.9874 0.9890 0.9884 0.9836 0.9986 

0.8566 
Bacterial 2282 498 6294 593 0.8209 0.9139 0.8871 0.8071 0.9497 

Viral 793 700 7728 446 0.5311 0.9454 0.8815 0.5805 0.8978 
Healthy  1844 145 7400 278 0.9271 0.9638 0.9562 0.8971 0.9897 

Overall (weighted)  0.8566 0.9555 0.9362 0.8528 0.9672 

Pipeline 

(Original-LBP) 

Covid-19 3391 14 6229 33 0.9959 0.9947 0.9951 0.9931 0.9997 

0.8885 
Bacterial 2344 436 6444 443 0.8432 0.9357 0.9091 0.8421 0.9663 

Viral 978 515 7725 449 0.6551 0.9451 0.9003 0.6699 0.9317 
Healthy  1876 113 7525 153 0.9432 0.9801 0.9725 0.9338 0.9945 

Overall (weighted)  0.8885 0.9671 0.9511 0.8876 0.9785 

Pipeline 

(Original-LE) 

Covid-19 3384 21 6229 33 0.9938 0.9947 0.9944 0.9921 0.9997 

0.8835 
Bacterial 2380 400 6360 527 0.8561 0.9235 0.9041 0.8370 0.9622 

Viral 870 623 7810 364 0.5827 0.9555 0.8979 0.6381 0.9241 
Healthy  1907 82 7476 202 0.9588 0.9737 0.9706 0.9307 0.9946 

Overall (weighted)  0.8835 0.9638 0.9486 0.8802 0.9762 

 


