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ABSTRACT 

 

Accurate group movie recommendation systems are a need in society today. We find that people tend to watch movies 

in groups rather than by themselves. However, the groups of people that tend to watch movies together are very 

diverse. In the existing methods, the characteristics of individual users are simply aggregated to obtain the group’s 

attributes and most of the time useful data is not utilized. This can be improved upon by ensuring the utilization of all 

the data that we are presented with from the scenario. The method proposed in this paper is termed integrated as we 

weighed in the individual traits of each user in the group when predicting the group’s rating for a movie. We used the 

concept of Hesitant Fuzzy Sets (HFS) in order to keep track of the characteristics of each of the users individually. 

The method we proposed in this paper employs Matrix Factorisation (MF) based Collaborative Filtering (CF) along 

with hesitant fuzzy sets. The way we performed MF based CF for a group is that we found the factors first and then 

formed the groups. The ratings were then predicted for these groups. The groups we have considered are of three 

sizes - 3 users, 5 users, and 10 users. 
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1.0 INTRODUCTION 

 

Movies have become a part of everyday life. We see different movies almost every week now. Each of them with their 

own genre and storyline. Most people tend to go and watch these movies in groups. People are often indecisive about 

which movie they are going to watch. Generally, people try and solve this problem by asking friends or family 

members for suggestions. They may also search online for movies with good reviews and ratings so that they may 

watch them. This is where accurate recommendations can come in and help [7]. 

 

A recommender system can suggest movies for the group based on different methods. The most popular recommender 

systems for movies are Content-based systems, Collaborative Filtering based systems and Hybrid systems (which as 

the name suggests, tries to combine the first two methods) [15, 16, 23]. Now any of these may also be used for group 

recommendation. The only change is that when employed for groups of users instead of a single user, these methods 

perform an average of individuals’ traits to obtain the group’s characteristics. In this paper, we propose the use of HFS 

to model hesitation and store individuals’ traits, in opposition to the popular mechanism of simply taking the mean of 

individual users’ characteristics. A group can have any number of people but in this paper, we have specifically 

considered groups of 3 sizes - 3, 5 and 10 members respectively.  We have randomly chosen the set of users that are 

picked to be a part of the group. We can also make use of a different method or algorithm to specifically group similar 

or dissimilar users as well.  

 

The problem statement is that our algorithm needs to give a good movie recommendation to a particular group of 

users. We achieve this through our new proposed method which takes hesitant fuzzy sets to map the characteristics of 

different users in a group. We use this along with a Matrix Factorisation based Collaborative Filtering model in order 

to predict a good recommendation.  
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The key contributions of this paper are:  

 

● Introducing an integrated approach that uses Hesitant Fuzzy Sets to keep track of the characteristics of 

individual users in a group  

● Taking a weighted average of users’ characteristics to obtain a group’s characteristics rather than just simply 

calculating the average 

● Proposing a new approach to group movie recommendations that is an improvement on the traditional 

Collaborative Filtering model 

 

This paper has its own limitations. The proposed method is quite slow. It might take a long time to process for some 

huge datasets. This method also considers only one type of formation of group characteristics i.e. this paper considers 

only the case when group factors are calculated after Matrix Factorisation is done. There are multiple other methods 

that can also be used and this paper does not consider them.  

 

The paper is organized in the following way: Section 2 elaborates on the literature review, Section 3 explains the 

model used and related concepts, Section 4 details the experimentation of the method on a dataset as well as the results 

of it and Section 5 gives a conclusion of the paper.  

 

2.0  LITERATURE REVIEW 

 

Group movie recommendation is not a completely new area. Ever since the discovery of movies, there has been a need 

for movie recommendations and in more recent times, group movie recommendations [20]. The springing up of 

companies like Netflix and amazon prime amongst others has only greatened the need for an accurate recommendation 

system. Though it may seem easy on the surface, group movie recommendation has always had its own complications 

[11, 21]. However, there have been many methods that have been proposed to give accurate movie recommendations.  

 

The initial idea was to bring in a CF method used in movie recommendations to group movie recommendations as 

well [24]. On that trail of thought, one of the first approaches was to group the users using a k-means algorithm [1, 9, 

10]. The groups were then sent to a CF algorithm that predicted the ratings which was used to predict the 

recommendations [22]. This method was great as it gave a fairly accurate prediction. The idea to use k-means was one 

that seemed to work well. 

 

Another popular approach that was used was Content-based feature preferences [2, 12, 17-19] which acted as a base 

for many methods that used CF to recommend movies. The core idea of this method was to have a set of features and 

to find which features a particular user seemed to be highly appreciative of. If a user liked a particular feature to a 

very high extent then we recommend movies that have said feature, which increases the probability of the user liking 

that movie. Why this paper in particular was important was that it does not follow the traditional method of considering 

only genres of movies as features. It took the actors, directors, producers, etc into consideration as features which can 

definitely increase the accuracy of the recommendation system. 

  

The problem was that the methods mentioned above introduced a sort of bias because using a k-means algorithm 

effectively ensures that similar users get grouped together and the chances of similar users liking the same movie are 

very high. If the group is made up of similar users then CF will perform well. To this end, the authors of [5, 14] took 

a random group and then performed a group movie recommendation via MF based CF. They mention three different 

forms of MF based CF-based purely on when the factors are calculated and when the groups are formed. This provided 

a great recommendation system as it performed well even for a random set of users in a group, not only similar ones.  

 

Eventually, people realized that individual users’ traits cannot just be averaged. So they decided to keep track of 

individual traits of users using HFS [6]. Here, they tried to bring in individual users’ traits into the model in order to 

ensure higher accuracy. They used K-Nearest Neighbours (KNN) based CF to predict the ratings and recommend a 

movie. This method was unique when compared to most others as it did not simply take the mean of individual users’ 
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characteristics. This gave each group a uniqueness during the prediction which can be beneficial for a more accurate 

system.  

 

We kept all the previously mentioned methods in mind and proposed our methodology. For a group recommendation, 

it is important that the users were randomly chosen as similar users always made it easy to get a great performance 

from a recommendation system. The actual preference of each of the users in a group mattered as well. We could not 

simply average the ratings of all users in a group to get the group’s ratings.  

 

To explain this further, we considered an example. If there is a group of 4 users, who for a particular movie gave a 

rating of 3,3,3,3 respectively (out of 5) then the average rating for that movie is 3. However, if they gave 5,1,1,5 as 

the ratings then again, the average is 3. We see that in both cases the average rating of the group for the given movie 

is 3. The average ratings from both the scenarios is the same even though the first scenario is one where all the users 

liked the movie to approximately the same extent but in the second, two users loved the movie while two hated it. 

This information is completely lost due to the calculation of group rating as the mean of individuals’ rating. This 

further showed the need for keeping track of the individual traits of each user using HFS. Also, we used a method like 

MF based CF because a KNN often performs poorly when compared to MF when it is used for high amounts of data 

or for users that are dissimilar in nature. Since the group is formed randomly, we cannot be sure of what kind of users 

are to be paired together and so we must use a robust method like MF based CF. So the proposed approach tried to 

give a more accurate recommendation system using what we termed as an integrated approach.   

 

3.0 PROPOSED MODEL 

 

The model proposed is one that uses HFS and MF based CF. It is necessary to first get an introduction to some of the 

methods used in this experiment.  

 

3.1 HFS (Hesitant Fuzzy Set) 

 

A Hesitant Fuzzy Set is basically an extension of the concept of fuzzy sets. A fuzzy set is one that maps a given value 

to a probabilistic value between 0 and 1 (limits inclusive) [3, 8]. This is known as the relational degree of the input 

value. An HFS is a set of fuzzy sets. In a fuzzy set, each value is mapped only to one value in the range [0,1] [4]. So 

an HFS can have multiple degree mappings for a single value. So for a given input, there can be a set of values in [0, 

1] that are mapped to it. This is the concept of HFS. Using this concept, we mapped multiple degrees (users’ 

characteristics) to a single input value(group characteristics). An overall diagram of the proposed model is given in 

Figure 1. 

 

3.2 MF based CF (Matrix Factorisation based Collaborative Filtering) 

 

MF based CF is just one of the many methods that can be used in a recommender system. Collaborative Filtering is 

based on the core principle that when there are similar users, what is liked by one user will be liked by another as well. 

However, this method suffers from a cold start and data sparsity problem. The data sparsity problem is solved by using 

the method of mean normalisation. Matrix Factorisation is a method that tries to break down a matrix (AxB) into two 

matrices (AxC and CxB) where C represents factors of the problem. So if we can break the input matrix down into 

these two matrices then we can estimate what the value of B will be for a given A by using the data we have to estimate 

values for C. So Matrix factorization is responsible for assigning right values to the factors (Figure 1).  
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Fig.1: Basic Workflow of the proposed model 

 

3.3 SVD++ (Single Value Decomposition) 

 

In this paper, we also used a technique known as Single Value Decomposition ++ (SVD++) which tries to find out the 

two matrices AxC and CxB (mentioned above) in one shot. Often, trying to factorize the matrix can be a difficult task 

but SVD tries to help with that by estimating the 2 matrices simultaneously. We assumed a random initial value for 

the 2 matrices and performed multiple iterations in which we try to minimize the matrices until they are equal to the 
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original matrix. The way to do this is to use a gradient descent mechanism and to try and minimise the mean squared 

error that we got in each step. The gradient descent mechanism tries to find the local minimum by generally 

considering the slope and seeing its value. Each time we made certain adjustments to the values based on how much 

the Mean Squared Error (MSE) was. It was an iterative process that we stopped when the 2 matrices obtained were 

close to the original matrix when combined. This helped us to factorize the original matrix easily. 

 

3.4 Algorithm 

 

max_iterations = 20 

group_sizes = [3, 5, 10] 

max_no_of_groups = 10 

average_rating = average of all ratings given by all users for all movies 

Assume initial value for users matrix and items matrix as small random numbers 

no_of_iterations = 0 

while no_of_iterations < max_iterations 

 factorise the original matrix using  SVD ++ along with SGD and regularisation to split it into 2 matrices 

 calculate the root mean squared error of the matrix obtained when the 2 individual matrices are combined 

make adjustments to correct this error (the aim is to try and minimise the value obtained from eq. 3.1) 

for size in group_sizes 

 no_of_groups = 0 

 while no_of_groups < max_no_of_groups  

 pick {size} number of users randomly from all possible users 

 if users have at least 50 common movies in test set 

  store group in groups 

  no_of_groups +=1 

for group in groups 

 group_bias[group]=0 

 for user in group_users[group] 

  group_bias[group] += user_bias[user] 

  group_factor[group][user] = user_factor[user]/highest_rating[user] 

(this is mapped as a Hesitant fuzzy set) 

  average_group_rating += average_user_rating[user] 

 group_bias[group] /= group_size 

 average_group_rating[group] /= group_size 

for group in groups 

 for movie in movies 

  weighted_average = 0 

  for each user in group 

   base_rating[user] = transpose of group_factor[group][user] * movie_factor[movie] 

  weighted_average = weighted_average(base_rating) 

  rating[group][movie] = average_rating + average_group_rating[group] + group_bias[group] + 

movie_bias[movie] + weighted_average 

for movies in test_set 

 compare actual_rating with rating 

 (if at least one person has seen the movie then we take it into consideration for testing) 
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3.5 Processes involved in the model 

 

The various calculations in the model are described in this section. 

 

3.5.1 Factorisation 

 

Our initial matrix was the Users x Movies matrix. We used an MF based CF algorithm that employs SVD++ or Single 

Value Decomposition ++ which is an extension of the SVD algorithm. It is similar to the SVD algorithm in the sense 

that it used the SGD or Stochastic Gradient Descent algorithm to learn and approximate the value of the factors via 

the minimization of traditional squared error or regularized squared error. The algorithm corrects itself in each iteration 

to try and get a more accurate value of the factors and biases of the users and items. We initially assumed that the 

values of these terms are small random numbers and then performed a number of iterations of SVD++ to obtain the 

required values. Our method assumed that the intermediate factor matrix has 20 factors as this is the number of genres 

in the given data. We tried to approximately map the behavior of each user to each genre. We used a regularisation 

mechanism in order to avoid overfitting. We did this so our model was generally correct and not specific just to a 

single case. L1 regularisation was used.  

 

We represented the known values as follows: 

 

• qm = (qm,1 . . . qm,k) - a vector consisting of the factors for movie m 

• bm = movie m’s bias  

• pu = (pu,1 . . . pu,k ) -  a vector consisting of the factors of user u. 

• bu -  user u’s bias 

• μ - average rating of the dataset 

• ru,m  - user u’s rating of movie m 

 

So here, we say qm is a vector for a given movie. We considered each genre to be a factor and so the vector was a 

collection of the values of each factor (unique to each movie). Each movie will also have a common bias that is 

represented for a movie by the term bm. This bias was to undo the mean normalisation of a movie. Similarly, we had 

a vector and bias for each user as well. The overall average rating for the dataset was represented by mu. Finally, the 

term that represented the rating of a movie by a user is ru,m 

 

We then said that the goal of the matrix factorization was to minimize the following equation: 

 ∑(ru,m − μ − bu − bm − pu
Tqm)2 + λ(||pu||2 + ||qm||2 + bu

2 + qm
2)    (1) 

 

The above equation was summed over all possible ratings which are non-zero i.e. for all ratings given by a user after 

having watched a movie. From the above equation, we find the factors and biases. So the equation was the same for 

all factors and movies. We used this equation and substituted the known values in order to find the intermediate matrix 

using which we estimated future ratings given a user and a movie.  

 

3.5.2 Movie Rating Prediction 

 

For predicting the movie rating based on the given factors and bias, we needed to decide when we were doing the 

factorization. We did the factorization calculation initially and then divided users into groups. We chose this method 

as this had the most room for implementing HFS. There are multiple other methods that can be implemented like 

aggregating the group’s score before factorization or by applying weights. However, the method we used is a very 

efficient method for a general scenario. We also considered groups of 3 sizes to give a better understanding of the 

performance of the method.  

The rating of a movie for a given user may then be predicted as:  

 mu,i = μ + bi + bu + pu
T qi    (2) 

where mu,i is the predicted rating for item i by user u.   
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3.5.3 Group Formation 

 

Once matrix factorization is done we got the users’ factors, biases as well as the movies’ factors, biases. We then 

formed groups randomly by choosing a set of random users. We checked if it is feasible for this group to be formed 

which was basically a check to see if the members of the group had 50 or more movies in common in the test data set 

so that we may efficiently evaluate our method. If this was true, then the group was formed. This was done because if 

the users did not have a common set of movies then our method will suffer from the cold start problem and so we 

would not be able to measure the performance properly. We formed a total of 10 groups in each of the sizes (3 

members, 5 members, and 10 members) with each having unique members i.e. one member was not a part of multiple 

groups. The average of the performance across the 10 groups in each size gave us the performance of our method for 

that group. It was important to consider different group sizes as this ensured that we have variety and diversity amongst 

our execution. If we took only a particular size then it might not be applicable to many cases and so we tried to cover 

as many cases as we could.  

 

3.5.4 Group Characteristics and Rating Prediction 

 

Once the groups were formed we then moved on to the group’s characteristics. Now we had two sets of characteristics, 

namely the users’ factors, users’ biases and the movies’ factors, biases. We had to aggregate the factors and the biases. 

However, if these were done as a simple average, as soon as the group is formed then there was a huge loss in data. 

This is where our method differed from most others. Most methods simply average the factors here and so the factors 

are turned into averages. The individual uniqueness of each factor was then lost. So tried to retain the factors and 

biases for as long as possible without having to aggregate them. However, we knew that the biases are unique to each 

user and independent of any other interaction. So, the bias was not affected by the group at all. Therefore, we calculated 

the bias for the group as the simple average of the bias of all of its group members since this would not change 

irrespective of when we calculated it. For the group, we did the following to calculate characteristics :  

 

1. Calculated bias of group as average of bias of all users 

2. Calculated average rating of group as average of the average rating of all users 

3. Represented characteristics of all users in the group as a member of hesitant fuzzy set : 

( (u'0,0 ... u'0,k-1), ... ,(u'n,0 ... u'n,k-1) ) 

 

    where u' is calculated as ui,j / highest-rating of user 

 

 So we modified Eq. (2) for group ratings and got:  

 yG,i = μ + μG + bi + bG + f(G,qi)    (3) 

where yG,i was the predicted rating of members of group G for the movie i,  μG was the average of the highest rating 

of users in group G (this was to compensate for the normalized mapping used as part of the hesitant fuzzy set where 

every rating is mapped onto a value that is between 0 and 1). f(G,qi) was a function that represents the weighted 

average of the values obtained by the multiplication pu
T qi for every member u in group G. The weights for the function 

f were obtained by the number of ratings given by each user.  

 

The logic behind the calculation of weights for function f is that the user in the group who has watched the most 

number of movies would be the one that the other group members would listen to or agree with the most. So the 

function represented a value that would otherwise be simply obtained as the dot product between pG
T qi which would 

be neglecting the effect of each user on the group. Our proposed method takes the weights into consideration thereby 

producing a better result. The reason that we stressed on using this method is that when calculating what the rating of 

the group is for a particular movie, we could take the individual aspects into consideration rather than just have a 

simple average. This ensures that each group was well represented in the prediction and so the recommendation that 

was finally given considered each member of a group when giving the prediction. 

 

3.5.5 Evaluation Metrics 

 

The evaluation measures that were used for the data include Precision, Recall, Normalized Root Mean Squared Error 

(NRMSE) and Normalized Discounted Cumulative Gain (NDCG). For precision and recall, we needed the system to 

classify the data as positive or negative. So we needed a method to classify the data. Here we followed the method 

used by Ortega and took a threshold for the rating. If the rating for a given movie in the test set was above the threshold, 

then it must be above the threshold in the predicted ratings as well. If so, then this rating was considered as positive. 
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Otherwise, the rating was considered as negative. This was the basis via which we calculated Precision and recall. We 

considered the threshold to be 4. So movies in the testing data that have been given a rating of 4 or above by a user in 

the given group were taken as the true positives. Any other movie rated by a user of interest is a true negative. We 

then compared this value with the predicted ratings to get precision and recall. Since the dataset is somewhat sparse 

we have taken groups into consideration even if there were movies that only a few members have watched. This should 

not be confused with the initial condition that the group must have 50 movies in common. There were at least 50 

common movies but we tested with the entire dataset. Therefore, there will be cases where some of the members have 

not seen the movie being considered but due to the sparsity, they were still considered. The rating of the group was 

compared to the ratings of the users from the group who have watched the movie in order to test. Though this may 

seem odd, this is an efficient way to tackle the problem of data sparsity. Now let us look at the actual calculation of 

precision and recall.  

 

Precision and recall were calculated as:  

                            precisionG = #TPG / # (TPG ∪ FPG)    (4) 

 recallG = #TPG/ #TG    (5) 

where #TPG denoted number of True positives, #FPG denoted number of false positives and #TG denoted the number 

of expected recommendations.  

  

We also used the NRMSE or normalized root mean squared error measure. This was given by the formula:  

                              NRMSE =√ (1/ N (∑ (pr-ar/max − min)2)    (6) 

where pr was the predicted rating for the movie, ar was the actual rating, max was the max possible rating, min was 

the minimum possible rating and the summation was done overall movies (size N). The lower the NRMSE, the better 

was the performance. 

 

Lastly we also used the NDCG or Normalised Discounted Cumulative Gain. This was given by the formula:  

 

     NDCG = DCG/IDCG       (7) 

 

 DCG = ∑(pr-1)/log2(i+1)    (8) 

where pr was the predicted rating and i was the current movie number or rank. IDCG (Ideal Discounted Cumulative 

Gain) was calculated in the same way as DCG except that we put the highest possible rating for the current movie in 

the denominator. So we needed to first calculate DCG as given in Eq. 3.8 and then calculate IDCG in a similar manner 

as described above. In Eq, 3.8 i may represent either the movie number or the rank of the movies. It does not matter 

which method you use as long as you use the same one for calculating both DCG and IDCG. This will ensure that the 

method is still correct. We took it to be the movie number and used it to calculate both DCG and IDCG. The higher 

the NDCG, the better the performance. 

 

The aforementioned three metrics were picked as they are some of the most common ones used in measuring 

recommendation accuracy for a recommender system. 

 

3.5.6 Steps 

 

The input data was first put through multiple iterations of matrix factorization to obtain the factors and bias for the 

users as well as the movies. For each iteration, there was also an evaluation of the error in the training set as well as 

the testing set values in comparison to the original values. The more iterations we did, the more accurate the factors 

and biases were. Once the factors and biases were calculated, we divided the users in the dataset into groups and then 

represented all of the group's factors not as an average of the users’ factors but as a set of the users’ factors. Once this 

was done we predicted the movie rating using the proposed and traditional methods. A flowchart explaining the 

working of the proposed method is shown in Fig.2.  

 



An Adaptive Hesitant Fuzzy Sets Based Group Recommendation System, (Special Issue 1, 2020), pp., 124-139 

132 
Malaysian Journal of Computer Science. Big Data and Cloud Computing Challenges Special Issue 1, 2020 

        
Fig.2: Architecture diagram 

 

4.0 EXPERIMENT AND RESULTS 

 

4.1 Experiment 

 

The proposed method was evaluated for 2 datasets from the MovieLens database namely the 100K dataset and the 1M 

dataset [13]. The given dataset in each case was divided into training and testing data. 20% of the dataset was randomly 

chosen and made as to the testing data while the remaining 80% was used as the training data. The datasets had certain 

features which are as follows:  

a. Each user rates a movie between 1 and 5 (1 being the lowest/bad and 5 being the best/good) 
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b. Every user has rated a minimum of 20 movies 

c. A 0 rating is given if the user has not watched the movie 

 

The proposed model was used on these 2 datasets and the results are mentioned in the next section. The 100K dataset 

was basically 100K items when considering 1000 users across 1700 movies. The 1M dataset was made with 1M 

entries while considering 6000 users across 4000 movies. The results from NRMSE and NDCG were compared with 

that of the traditional MF based CF method’s results for the same data. 

 

4.2 Trends and results 

 

4.2.1 Precision and Recall 

 

We calculated precision and recall to verify if our method is correct and if it gives the correct response. These metrics 

have the ability to prove the rigour of the method and establish its authenticity.  

 

For calculating the precision and recall, we considered a threshold of 4 and said that any rating above this is a positive 

rating while any rating below this is a negative rating. So the precision and recall we observed are as shown in the 

table in Table 1. 

 

Table 1: Precision and Recall of 100K dataset 

 

 

 

Small 

Groups 

(3 users) 

Medium 

Groups  

(5 users) 

Large Groups 

(10 users) 

Precision 0.868 0.872 0.871 

Recall 0.150 0.159 0.166 

 

So as you can see the precision value is quite high which implies that our model predicted all of the positives correctly 

i.e. all the positives it predicted were more or less true positives. This is a desirable trait as it means our model is 

working properly. The recall levels however are very low. This may be attributed to the fact that the dataset as 

mentioned before is very sparse. So all the zeros are also considered as negatives and this may actually lead to a very 

low recall rate. Since we do not have the data for a lot of values we cannot predict the rating for those values. However, 

our method assumed these to be negative outcomes rather than outcomes that should not be considered. So we see 

lower recall values. Using a dataset that is less sparse might help with this. The precision and recall values for the 1M 

dataset are given in Table 2. 

Table 2: Precision and Recall of 1M dataset 

 

 

 

Small 

Groups 

(3 users) 

Medium 

Groups 

 (5 users) 

Large Groups 

(10 users) 

Precision 0.866 0.869 0.867 

Recall 0.133 0.135 0.138 

 

 

For the 1M matrix, we observed from the table that the precision values are almost the same as the values for 100K 

but the recall values have a considerable change. We can analyse this further to understand why the trends are such.  

 

Consider the 1M dataset -  

 

6000 users across 4000 movies = 24000000 total possible entries 

1 million entries are non-zero 

Empty or zero entries = 24000000 - 1000000 = 23000000 

Ratio of empty entries to non empty ones = 23000000 / 1000000 = 23 



An Adaptive Hesitant Fuzzy Sets Based Group Recommendation System, (Special Issue 1, 2020), pp., 124-139 

134 
Malaysian Journal of Computer Science. Big Data and Cloud Computing Challenges Special Issue 1, 2020 

 

Now consider 100K -  

 

1000 users across 1700 movies = 1700000 total possible entries 

100K entries are non zero 

Zero entries = 1700000 - 100000 = 1600000 

Ratio of empty entries to non empty entries = 1600000 / 100000 = 16 

 

So the ratio of empty to non empty entries is significantly lower for the 100K than the 1M dataset. This means that 

there is more sparsity in the 1M than the 100K thereby more false negatives as per our assumption. Due to this reason, 

the recall of the 1M is significantly lower than the 100K even though the precision is more or less the same. A graph 

showing the difference between the precision and recall for the 2 datasets is shown in Figure 2. It is important for us 

to analyse both the datasets here and in other result evaluations as it shows us the difference in the functioning of the 

algorithm based on the size of the data. We need to know if the algorithm will scale well and will perform equally as 

well for different sizes and so it is necessary for us to evaluate with 2 datasets and analyse the data from both.  

 

 
Fig.3: Precision vs Recall for both datasets 

4.2.2  NRMSE (Normalised Root Mean Squared Error) 

We observe the following with respect to NRMSE as shown in Table 3. 

 

Table 3: NRMSE for 1M dataset 

 

 

Small 

Groups 

(3 users) 

Medium 

Groups  

(5 users) 

Large 

Groups (10 

users) 

NRMSE 

(traditional MF) 0.569 0.761 0.767 

NRMSE 

(proposed 

method) 0.548 0.758 0.762 

 

As you can see the proposed method performs slightly better than the traditional MF approach. This proves that our 

method gives a comparatively smaller error and hence is a better method for group movie recommendation for these 
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conditions. We obtain a lesser error via our method because we get a more accurate rating by predicting using an HFS 

rather than using mean values. So, this is mainly attributed to the fact that we are not taking a simple average as this 

would lead to a loss in values. It is a slight improvement on the traditional Matrix Factorization method as we see a 

lower amount of error. Similarly, the data for 100K can be found below in Table 4. 

We can see that the results are similar for the 100K as well in the sense that it slightly outperforms the existing or 

traditional MF based CF method. However, it heavily outperforms the traditional method for large groups. This is 

probably because there is not enough data for this method to completely work as intended. This is the same reason 

why 1M results are better than 100K for the proposed method as there are considerably higher amounts of data to 

work with when taking the 1M dataset. We see that the loss is considerably lower for 100K than 1M which is an 

anomaly. 

So when comparing the 2 datasets used by us, we can say that 1M performs better than 100K. This might be because 

the iterative process of factorisation was more accurate for the 1M because there are more values to choose from and 

hence a more accurate factorisation was possible. However, as mentioned in the previous paragraph, there exists an 

anomaly for the 100K dataset in the case of large groups. This might be because we are taking a large group into 

consideration and the data is pretty small and so there is overfitting that happens during the matrix factorization which 

causes the results to be this way for large groups. The presence of overfitting is supposed to be battled by the use of 

L1 regularisation in our formula but for some reason, large groups in the 100K dataset seem to be showing the 

characteristics of an outlier.  

Table 4: NRMSE for 100K dataset 

 

 

Small 

Groups 

(3 users) 

Medium 

Groups 

(5 users) 

Large 

Groups 

(10 users) 

NRMSE 

(traditional MF) 0.620 0.791 0.807 

NRMSE 

(proposed 

method) 0.584 0.772 0.200 

The overall comparison of the NRMSE for both methods is best represented by the graph shown in Fig.4. We can now 

compare easily the traditional and proposed methods. We see that the traditional method has a greater error across all 

3 groups, namely - small, medium and large. It is important to note the behaviour of the methods across all the different 

sizes of groups since we need to know if there is consistency in performance. So our method has lower error across 

all the cases.  

Additionally, we also use a weighted average when we are calculating the movie rating. This is necessary to account 

for certain social factors. If a person has seen more movies then they are clear on what they want to watch and know 

exactly what they do and do not like. This might not be the case for someone who has not watched many movies. We 

take this into consideration when calculating the value of the predicted rating of a movie for a group. So, we take the 

weighted average where the weight is based upon how many movies the user has watched. This ensures that we take 

each user’s individual interaction into consideration and also account for the social factors that were referred to in the 

previous line.  

If we look at the graph again now, it points out that the proposed method is better than the traditional method involving 

MF for all cases. So we can say that the proposed methodology improves the method slightly and that the integrated 

approach indeed does reduce the error caused on part of the recommendation system. We also know why the traditional 

method does not do as well as the proposed method and also why there is such an anomaly in the rating.  
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Fig.4: Comparison of NRMSE for both datasets across all group sizes 

 

4.2.3 NDCG (Normalised Discounted Cumulative Gain) 

 

If we look at the NDCG value, we see that it is indeed slightly higher for our method when compared to the traditional 

MF method. This once again shows that our method works better as we use the HFS concept rather than simple 

aggregation. So our model performs better and is more accurate. The values for the NDCG across 1M and 100K 

datasets are given in tables 5 and 6 respectively.  

 

Table 5: NDCG for 1M dataset 

 

 

Small 

Groups 

(3 users) 

Medium 

Groups 

(5 users) 

Large 

Groups (10 

users) 

NDCG 

(traditional MF) 0.060 0.091 0.253 

NDCG 

(proposed 

method) 0.062 0.091 0.260 
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Table 6: NDCG for 100K dataset 

 

 

 

Small 

Groups 

(3 users) 

Medium 

Groups 

(5 users) 

Large 

Groups 

(10 users) 

NDCG 

(traditional MF) 0.043 0.080 0.136 

NDCG 

(proposed 

method) 0.055 0.082 0.743 

 

Again we see that the 1M dataset outperforms the 100K dataset. If you notice closely you will see that just like in the 

case of NRMSE, for the 100K dataset, the proposed model does way better than the traditional model in the large 

category. Also, there is once again an anomaly in the sense that the value for large groups in both the datasets has a 

huge variation just like in the previous case with NRMSE. This only goes on to further prove the anomaly and it shows 

that the model was overfitted. So the 100K has very low amounts of data and since we are trying to consider it for 

huge groups of users simultaneously, there is an anomaly.  

 

 

All the NDCG values are shown in Fig.5 for ease of comparison. We can see the same trend as before which further 

substantiates the validity of the proposed model and gives proof that it does perform slightly better than the traditional 

method.  

 

 
Fig.5: Comparison of NDCG for both datasets across all group sizes 

 

As shown by figure 5, just like in the case of NRMSE, our method performs slightly better in terms of NDCG than 

the traditional method. The reasons for this are the same as the ones provided as part of NRMSE which is that our 
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method takes each users’ traits into consideration rather than perform a simple average for obtaining group 

characteristics. We can say that our method is definitely better than the traditional MF CF method by a small amount. 

 

5.0 CONCLUSION 

 

The proposed method uses a combination of hesitant fuzzy sets and matrix factorization. Hence, it manages to slightly 

outperform traditional matrix factorization. It also performs better than the normal HFS method. This is because it 

tries to avoid the aggregation process as much as possible(it does so by taking into account individual characteristics 

of people in the group and it also takes into consideration features that are specific to the group in general). The method 

takes into consideration individual users’ factors in the prediction of the movie rating. However, when it comes to 

bias, which is common to users of the group, aggregation at any stage is possible. 

 

We may conclude that our method slightly improves the existing system for group recommendation and provides a 

more accurate solution. This slight improvement can be important when it comes to a movie recommendation as we 

need to decide which movie a group is watching based only on whether everyone will like the movie. So we need 

movie recommendations to be as accurate as possible. We have conclusive proof of the validity of the proposed model 

based on the numbers in the trends and results section. 

 

The proposed method aside from taking individual characteristics into consideration as mentioned above, also 

accounts for a certain social factor by taking into account the fact that users who have watched a lot of movies will 

definitely know which movies, genres they do and do not like. A group may be a mixture of users who have watched 

a lot of movies and users who have not. The method takes a weighted average of the values during movie rating 

prediction in order to account for this behaviour.  

 

This is again not the best solution as we can definitely improve this method further. But given the assumptions and 

conditions we have now, this method seems to perform well and is slightly better than others as we have shown. 

 

This work can be improved upon. Firstly, the method is very slow for large amounts of data. It can be modified to use 

a different kind of data structure or set in order to make the calculations fast and light. Secondly, we have only 

considered one of the kinds of the grouping which is after factorisation. There are multiple other methods of grouping 

and forming characteristics before the factorisation is even done. Third, there is an anomaly in the large group case 

for the 100K dataset. Whether this was due to overfitting or an anomaly in general must be investigated.  
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