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ABSTRACT 
 
Current and forthcoming Information Retrieval algorithms demand high mean average precision with contemporary 
high recall rates in the technical literature. Nevertheless, the existing state-of-the-art is still not optimized for speed, 
average query latency, and performance. The previous researchers presented various information retrieval models in 
the literature but the user search led to a ranking of documents that were hopeful to be relevant. In this paper, an 
evaluation of various information retrieval models is presented with a range of algorithms. The aim is to elaborate 
and review the current information retrieval function in the context of enterprise domain- specific search. Experiments 
were conducted on the OHSUMED benchmark data set from MEDLINE, a medical information database. The 
experimental results demonstrate that BM25F ranking function outperforms other extensively used ranking functions 
such as BM25, TFIDF, and Cosine on precision and recall measures. 
 
Keywords: Information retrieval; Ranking functions; Similarity Measures; TF_IDF; BM25; COSINE; BM25F; 
Precision. 
 
 
1.0 INTRODUCTION 
 
Information Retrieval (IR) system obtain and stores conception-based information, e.g., taking contact number from 
a business card, typing the number in the cell phone to make a call, then storing the same for later use, is a form of IR. 
Gerry Soldier, a Computer Science (CS) Professor in Cornell [1] is the father of IR who has developed the first IR 
system called SMART IR system. The vast amount of data is available today, and finding information that is both 
relevant and comprehensive for the user is a huge challenge. IR has been an area of tremendous research and 
development since its first application in Libraries in the 1950s; [2] search by content on internal or external fields 
and databases. There has been considerable progress and success in developing strategies in Indexing, String Matching 
Algorithm, Text Classification, Text Clustering, IR models and Ranking.  IR is to find the relevant documents to a 
given query.  A query is a way to express the requisite information. The significant difficulties with the existing IR 
system are: queries entered by users are lack of description of a user need; the difference in opinion among users 
regarding the context of keywords; ambiguous content representation, and insufficient, inaccurate, and inadequate 
tool for estimation user-dependent relevance. An efficient IR ought to understand the user information need instead 
of query and give a response in an appraised time.  IR applications differ based on a scale of Web, Personal, and 
Enterprise domain specific search. Web search is searching and extracting material over billions of documents stored 
in the computers. Personalized search is categorizing the emails sent to a company’s email address for various 
departments’ such as HR, Sales, Finance or Heads of the departments;  email text analysis, or the subject field can 
contain some relevance to some department. Enterprise document specific search is to retrieve information or 
documents from the collection, such as research articles, scientific literature or internet documents. The information 
can be of various types such as dynamic data like the email categorization or static data like the categorization of the 
corpus into several domains.  Similarity measures and scoring functions in IR is an active area of research that 
segregates documents into relevant and irrelevant.   
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A coefficient of similarity represents a similarity between documents, query and document, two queries or one query 
or batched queries. The order of presumed importance is considered to rank the documents. This paper presents a 
comparative analysis for finding the most relevant document for the given set of keywords by using various similarity 
coefficients viz. TF_IDF, Cosine, BM25, and BM25F. The paper is organized as follows: Section 2.0 and 3.0 describe 
the Future Research dimensions in Information Retrieval and Background. The Experiment and Results are discussed 
in Section 4.0, followed by a Conclusion in Section 5.0. 
 
 
2.0 Future Research Dimensions in Information Retrieval 
 
Information retrieval (IR) is about finding documents of unstructured text from a corpus based on user need [3]. IR 
system uses a query to extract relevant documents from the corpus. Indexing and retrieval models, i.e., how user 
queries the data are the critical aspects of designing an IR system. Designing an efficient IR algorithm is a challenge 
due to the lack of efficient, relevant ranking and retrieval techniques. Relevance is a complex notion and necessitates 
deliberation of many factors like topical, user relevance, binary, multi-valued relevance. An efficient IR system should 
understand the user information need and give a relevant response within the estimated time. IR in scientific literature 
suffers from the problem of obtaining high recall results rather than precise results [4] due to the massive amount of 
available information. The user query is a poor description of the actual information need. A user found the task of 
query writing as a difficult task. The keywords are sometimes too specific, therefore, no relevant documents can be 
found or a large number of documents extracted. Moreover, it is tough to get the precise point between two extremes 
Over-constrained query and Under-constrained query. Not all documents that are retrieved can be equally relevant 
even if the right keywords are selected; prioritization is therefore essential. Search evaluation is user-centered, and 
users are sometimes uncertain and ignorant of the content they are looking. A user Interaction [5] or user Feedback 
[6] [7] can enable the IR system to identify the content. The query is essential in understanding user intent. Various 
query refinement approaches are suggested in the literature to solve the problem of finding the exact keyword required 
for searching. The query refinement approaches are query expansion, query reformulation [8] [9], query suggestion, 
and relevant feedback [10]. Marc Sloan et al., [11] proposes an algorithm for similarity approximation and query 
reformulation by exhausting term based,  query logs, user interaction and click training data. The task of an efficient 
searching and indexing has received considerable attention in IR literature. However, the scalability, i.e., growing 
data, freshness, and adaptability (Tuning for application) are still lacking in corpus/ repositories. Moreira, Catarina 
[12] proposed Comb SUM and CombMNZ unsupervised rank aggregation algorithms by joining multiple estimators 
of expertise, derived from the textual contents represented in the form of a graph of experts community citation pattern 
and experts profile information. An IR technique depends on a similarity measure. A measure of similarity is a 
subjective quantitative resemblance, which requires an objective measure known as distance. The distance function, 
i.e., is measured indirectly The similarity decreases as the distance increases. Similarity metrics are a set of abstractions 
to define to what extent the documents are similar. These documents are fundamentally similar in their content and 
context for the judgment / relevancy of retrieved documents to the degree. It is finding the rank based on the similarity 
between the documents, for example by computing the distance between two document vectors; we can determine the 
similarity between them. Commonly used similarity measures are Numerical, Boolean, String, Word, and concept or 
Semantic measure of similarity [13] [14]. The various Numerical similarity measures are:  
 
Euclidean distance or L2 function is the most commonly used similarity measures in any distance-based algorithm 
[15] [16]. It is usually also termed as the sum of squared distances L2. The Euclidean distance is defined in (1). 
 

ඥ(∑ (𝑢௜ −  𝑣௜)ଶ௡
௜ୀଵ ) ,                   (1) 

where 𝑖 = 1. . . 𝑛. 
 
Manhattan Distance L1 is the sum of absolute distance. It is the primary similarity measure as shown in (2).  
 
∑ |u୧ −୬

୧ୀଵ v୧ |,                   (2) 
where 𝑖 = 1 … 𝑛.  
 
Chebyshev Distance and Minkowski Distance numerical similarity measures are as defined in (3) and (4) respectively.  
 
max୧|u୧ − v୧ |,                   (3) 

where 𝑖 = 1 … 𝑛. 
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(∑ |u୧ −୬
୧ୀଵ v୧ |)

భ

౦ ,           (4) 
where 𝑖 = 1 … 𝑛. 
 
The Boolean similarity measures are Jaccard Dissimilarity, Dice Dissimilarity, Canberra Distance and their formulas 
as presented in (5) and (6). 
 
Cosine Distance: 1 − 𝑢. 𝑣/(| |𝑢|||𝑣||)         (5) 
 
Correlation Distance: 
1 − (𝑢 −  Mean[𝑢]). (𝑣 −  Mean[𝑣])/ (Abs [𝑢 −  Mean[𝑢]] Abs [𝑣 −  Mean[𝑣]])    (6) 
 
The String based similarity algorithms are Hamming distance, Edit Distance and Damerau Levenshtein Distance. 
Hamming distance is a similarity measure used for categorical attributes. Levenshtein Distance is a pairwise string 
alignment based string similarity measure. It is an edit distance string metric proposed in 1965 by Vladimir 
Levenshtein [17]. In Levenshtein Distance, the minimum number of edits with a single character is calculated using 
certain operations, such as insertions, deletions or substitutions, to change one word into another. For example, apples 
are more similar to oranges than to pears as shown in Fig. 1.  

 
 

Fig. 1: Demonstrating the similarity of oranges is more to apples than to pears 
 

Nevertheless, the process of articulating documents as similar using computer code is not that straightforward. The 
Cosine similarity measure is an extensively used similarity measure, but the statistical similarity measure performs 
better. The problem of finding the right similarity measure for the distance can be resolved by maximizing the 
probability of similarity. Various probability similarity measures are Kullback–Leibler [18], K-divergence, Pearson 
χ2, Divergence, Clark, Jensen difference and Jensen-Shannon. Other recent and upcoming similarity measures are 
Semantic matching [19], Graph-based and content similarity. Semantic matching is the evaluation of the similarity 
amongst the concepts in target ontology, connected to form concept mapping. Troels [20] describes measuring 
similarity in a Content-based Information Retrieval (CBIR) framework by using the similarity graph [21] which uses 
the fundamental similarity of native neighborhoods for the nodes of different ontologies. The various evolving 
research areas and approaches are content-based approaches, Author – relevancy techniques and usage ranking 
techniques. 
 
3.0 BACKGROUND  
 
The retrieval and ranking function uses the computation of a term-weighting scheme such as term frequency, inverse 
document frequency, document length, and normalization. The primary focus of an IR system is the speed of the 
search rather than the relevance of the search outcomes. Relevance is the core of the search engine, where it should 
be measured in the search perspective to meet the user's query needs. If document length normalization is not applied, 
then the long document would be ranked the short documents as the long document would have more chances of the 
term as compared to the short document. Document length normalization is the number of occurrences of the term 
divided by the document length.  
 
This section presents the TF_IDF, Cosine, BM25 and BM25F IR algorithms. TF_IDF has been the most frequently 
used Term weighting algorithms where it assigns a high weight to a term if it frequently occurs in a document but 
rarely in the entire corpus. If the frequency of a term is high within a small number of the document collection, less 
likely, it will lend high discriminating power to those documents and the more the frequency of the term within the 
document, the more information it will carry within the document. This model is theoretically easy to understand and 
implement.  
 
The TF_IDF weighting formula is shown in (7) and (8): 
 

𝑤 (𝑡, 𝑑)  =  𝑡𝑓 (𝑡, 𝑑). 𝐼𝐷𝐹 (𝑡)          (7) 
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𝑤(𝑡, 𝑑) = 𝑡𝑓(𝑡, 𝑑) .  𝑙𝑜𝑔 ቀ𝑁
𝑑𝑓ൗ ቁ ,        (8) 

 
where 
df: Document frequency 
N: # documents in the corpus 
tf (t, d) =frequency  count of the term ‘t’ in a document / total #terms in the document 
w(t, d) is the weight of  d document for term t; tf is the term frequency  
IDF (t) = log (Total #documents in the collection / # documents where  t terms appears). 
 
Cosine similarity between two documents measures how similar two documents are in their subject matter. Cosine 
similarity is preferred over other similarity measures as it is independent of the vector magnitudes.  It is an effective 
algorithm, especially for a sparse vector, which measures the angles between the vectors to calculate the similarity 
score. It is an orientation judgment rather than the magnitude of the two vectors. The vectors with same the 
directions have a cosine similarity one and zero when perpendicular and (-1) when both are opposite. Cosine 
similarity is not a proper distance metric [23] as it does not satisfy the triangle inequality property and it violates 
the coincidence axiom. It is similar to the Pearson correlation coefficient. The cosine similarity measure can be 
used to evade the bias caused by different document lengths. It is the inner product of the two vectors divided by 
the product of vector lengths. The angle cosine between the document and Query vectors is considered, and the 
unit length normalized vectors are used in (9). 
 

𝐶𝑜𝑠𝑖𝑛𝑒 𝑆𝑖𝑚 (𝑄, 𝐷௜) =
∑ ௪௤௝∗௪௜௝ ೙

ೕసభ

ට∑ (௪௤௝)మ ೙
ೕసభ ∗ ∑ (௪௜௝)మ ೙

ೕసభ

        (9) 

 
Okapi BM25 similarity function or BM25 is a commonly used IR ranking function due to its consistently high 
retrieval accuracy. BM25 performs better than TF-IDF with short documents collection [24]. BM25 uses 
probabilistic retrieval model developed in 1970 and 1980 by Stephen E Robertson Karen, Jones at TREC-3 in 
OKAPI system. The BM25 model has evolved from the BM approximations to the 2-Poisson model [25]. The 
formula for BM25 is as shown in (10). 
 

𝐵𝑀25 = ∑ 𝐿𝑜𝑔 ቀ
ேି ௡೟

௡೟
ቁ௧∈௤  .

(௞భାଵ)௙ௗ,௧

௄ା௙ௗ,௧
 .

(௞యାଵ)௙ௗ,௤

௞యା௙ௗ,௤
        (10) 

 
where 
q: a query, 
N: # documents in the collection. 
𝑛௧: Total # documents that contain term t. 
𝑓𝑑, 𝑡: # occurrence of term t in document d i.e. tf, of term t in the current document. 
𝑓𝑑, 𝑞: # occurrence of term t in document d i.e. tf, of term t in the q query. 

𝑘 = 𝑘ଵ. ൭(1 − 𝑏) +
𝑏. 𝑑𝑙𝑑

𝑎𝑣𝑙
൱ 

dld:  # terms in document d 
avl: Average document length 
𝑘ଵ,𝑘ଷ, 𝑎𝑛𝑑  b are tuning parameter with values as  𝑘ଵ = 1.2, 𝑏 = 0.75, 𝑎𝑛𝑑 𝑘ଷ=1000 
 
𝑠𝑐𝑜𝑟𝑒(𝑑, 𝑞) =  ∑ 𝑡𝑓(𝑡, 𝑑)௧∈௤ . 𝑖𝑑𝑓(𝑡). 𝑏𝑜𝑜𝑠𝑡(𝑡, 𝑑). 𝑛𝑜𝑟𝑚(𝑑)       (11) 

 
The normalized similarity score used for document d with the search term and tf-idf weight with q query is as 

shown in (9). 
 
where 
𝑡𝑓(𝑡 𝑖𝑛 𝑑): Term frequency for the term t in document d as shown in (12). 
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𝑡𝑓(𝑡, 𝑑) =
௟௢௚ (ଵା௙௥௘௤(௧,ௗ))

௟௢௚ቀଵା௔௩௚൫௙௥௘௤(௧,ௗ)൯ቁ
  

          (12) 

 
where 
avg (freq (t, d)) is the average of freq (t, d)  
idf(t): inverse document frequency of the term as shown in (13). 
 

𝑖𝑑𝑓(𝑡) = 1 + 𝑙𝑜𝑔
௡௨௠஽௢௖௦

ௗ௢௖ி௥௘௤(௧)ାଵ
          (13) 

 
Boost (t. field, d): boosting factor of the field of term t in d document and assigned during indexing. 
Norm (d): normalized value as shown in (14). 
 

𝑛𝑜𝑟𝑚(𝑑) = ඥ0.8 𝑎𝑣𝑔(#𝑢𝑛𝑖𝑞𝑢𝑒 𝑡𝑒𝑟𝑚𝑠) + 0.2 # 𝑢𝑛𝑖𝑞𝑢𝑒𝑇𝑒𝑟𝑚𝑠(𝑑) (14) 
 
The Tuning parameters enable us to control the length normalization thereby improved retrieval results. The 
optimal value of these parameters can be determined for the test corpus using documents, queries, and judgments 
and optimize effective retrieval metric like Mean Average Precision (MAP). BM25F is a variant of BM25, which 
considers document structure and anchor text into account [26]. The formulae are as shown in (15). 

 
 

𝐵𝑀25𝐹 =  ∑
௧௙(௧,ௗ)

௞భା௧௙(௧,ௗ)௧∈௤∩ௗ . 𝑖𝑑𝑓(𝑡)         (15) 

 
𝑇𝑓(𝑡, 𝑑) = ∑ 𝑤௖   . 𝑡𝑓௖௖∈ௗ (𝑡, 𝑑)          (16) 
where  
c: the field contained in document d 
𝑤௖  : Weight/boost factor for each field in the document 
𝑡𝑓௖(𝑡, 𝑑) :  Field 𝑡𝑓 𝑓𝑢𝑛𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑡 𝑖𝑛 𝑡ℎ𝑒 𝑓𝑖𝑒𝑙𝑑 𝑐. 
 
BM25F is more suitable for structured documents while BM25 is more suitable for the unstructured documents. 
BM25 also perform better with short queries than the very long queries [27]. The retrieval and ranking of 
documents can be evaluated based on the similarity between a pair of documents. Similarity models differ based 
on the response selection process, which can be either Deterministic or Probabilistic if the same results obtained 
for each run for a randomly selected input using sampling the probability distribution. The comparison of several 
state-of-the-art IR models on Retrieval model, Indexing, Matching, Query type, result criteria and ordering IR 
criteria are presented in Table 1. Table 2 compares the various IR models on query representation and similarity 
operators while Table 3 highlights the strengths and weaknesses of the IR models. 
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Table 1: Comparison of Information Retrieval models based on various Information Retrieval Criteria 
 

IR Criteria / 
IR Retrieval 

Model 

Boolean 
Model 

Boolean 
Model 

variants 

Extended / 
Soft Boolean 

Model 

Vector Space 
Model 

Probabilistic 
Model 

Information 
Retrieval 

Model 

Deterministic Deterministic Deterministic Deterministic Probabilistic 

Indexing Complete 
items 

Complete 
items 

Complete 
items 

Complete items Derived from the 
content 

Matching 
Retrieval 

Exact Match Exact Match Exact Match Partial or Best 
Match 

Partial or Best 
Match 

Query type 
 

Structural 
 

Structural 
 

Structural 
 

Structural 
 

Natural Language 

Result 
criteria 

Any Match Any Match Any Match Relevance Relevance 

Result 
ordering 

Arbitrary Arbitrary Ranked Ranked Ranked 

   
Table 2: Comparison of Information Retrieval Models 

 
Model Descriptions 
Boolean 
Model 
 

Query representation: 
Boolean combination of terms. 
Similarity operators:  
Boolean Algebra AND, OR and NOT 
t1 OR t2 OR ….OR (ti AND tf) OR (t1 AND tm AND tn) …. OR tl 
Where tl, tm, and tn are the document and query terms, which exceed the threshold. 

Boolean 
Model 
variants 

Query representation: 
A query is searched in  the Syntactic document components  rather than the whole 
document as: 
1) Title, Abstract.   
2) Specific position with e.g. word at the title beginning. 
3) Proximity operators: how close in the next two terms must be to satisfy the query 
condition for specific units, e.g., words, sentences, paragraph order [6]. 
Similarity operators: 
Proximity operator and Boolean Algebra AND, OR and NOT 
t1 OR t2 OR …. OR (ti AND tf) OR (t1 AND tm AND tn) …. or tl 
Where tl, tm, and tn are the document and query terms, which exceed the threshold. 

Extended 
/Soft 
Boolean 
Model 

Query representation: 
Weights are assigned, to evaluate the output argument in the range of 0 to 1. 
Similarity operators: 
Extended / Soft Boolean Model 
Pnorm proposed by Salton [3-7] based on similarity correlation formulae ORED 
with Anick Approaches where,  

SIMANDቀd൫ tଵ, w୯ଵ൯ቁ 

AND…AND൫ t୬, w୯୬൯ = 1 − ൬
∑ ((ଵି୵ౚ౪)౦.୛୯౟

౦)౤
౟సభ

∑ ୵౧౟
౦౤

౟సభ

൰
ଵ/୮

 

SIMORቀd൫ tଵ, w୯ଵ൯ቁ OR…OR൫ t୬, w୯୬൯ = ൬
∑ (୵ౚ౟

౦.୛୯౟
౦)౤

౟సభ

∑ ୵౧౟
౦౤

౟సభ

൰
ଵ/୮
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Vector Space 
Model 

Query representation: 
Representation of query and documents: Vector of Terms Weighting Model 
scheme: TF_IDF (weights in the range of 0 to 1). 
Similarity operators: 
Cosine Similarity for TF_IDF documents. 
Weight: 

𝑤௜௝ = 𝑡𝑓௜௝ . 𝑙𝑜𝑔
𝑁

𝑛௜

 

where,  
𝑤௜௝  : The weight assigned to term i in document j. 
𝑡𝑓௜௝ : # occurrences of the term I in document j. 

𝑡𝑓௜௝ =
𝑓௜௝ 

𝑚𝑎𝑥 {𝑓ଵ௝ , 𝑓ଶ௝,……….௙೙ೕ 
}
 

N: # documents in the entire collection. 
𝑛௜ : # documents with term i. 
 

𝑆𝑖𝑚(𝑑௝ , 𝑞) =
𝑑௝  . 𝑞

ቚห𝑑௝หቚ ||𝑞||
=

∑ 𝑤௜௝  𝑤௜௤
௡
௜ୀଵ

ඥ∑ 𝑤௜௝
ଶ௡

௜ୀଵ  ඥ∑ 𝑤௜௤
ଶ௡

௜ୀଵ

 

 

Probabilistic 
Model 
 

Query representation: 
Binary vectors [2]. 
Similarity operators : 
Each vector element indicates whether a document term occurs in the document or 
not. It uses probabilistic, instead of probability where,   

𝑂(𝑅 ) =  𝑃(𝑅)
1 − 𝑃(𝑅)൘  

Okapi BM25 similarity function : 

 𝐵𝑀25 = ∑ 𝐿𝑜𝑔 ቀ
ேି ௡೟

௡೟
ቁ௧∈௤  .

(௞భାଵ)௙ௗ,௧

௄ା௙ௗ,௧
 .

(௞యାଵ)௙ௗ,௤

௞యା௙ௗ,௤
 

where q is the query, 
N: # documents in the corpus. 
𝑛௧:To tal # documents that contain term t. 
𝑓𝑑, 𝑡: # occurrence of term t in document d i.e. tf, of term t in the current document. 
𝑓𝑑, 𝑞: # occurrence of term t in document d i.e. tf, of term t in the q query. 

𝑘 = 𝑘ଵ. ൭(1 − 𝑏) +
𝑏. 𝑑𝑙𝑑

𝑎𝑣𝑙
൱ 

dld: # terms in the document, d. 
avl: average document length. 
k1, k3, and b are a free parameters 
𝑘ଵ = 1.2, 𝑏 = 0.75 and 𝑘ଷ = 1000 
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Table 3: Strengths and Weaknesses of the Information Retrieval models  
 

Model Strengths  Weaknesses 
Boolean 
Model 
And 

Boolean 
Model variants 

The retrieved documents can 
be either limited or voluminous 
and also relevant or irrelevant. 
 

The size of the resultset is unpredictable where it can be either 
too many retrieved documents or none. It considers all the 
retrieved documents in the resultant posting list. Since all terms 
are weighted equally, the retrieved documents will not be 
ranked. Hence, all documents are considered “equally worthy.” 
Documents that “don’t fairly matched” the query may be 
beneficial also. There is no provision for partial matches 
 

Extended / 
Soft Boolean 

Model 

It is a simple model based on 
Linear Algebra and Term 
weights. The term weights are 
not binary. This model allows 
partial document matching. 
 

Formulating useful extended Boolean model requires more 
thought and expertise in the query domain. 

Vector Space 
Model 

It is a Term weight model 
based on a Geometric 
similarity measure. It uses the 
Dot product of the query and 
document vector and can even 
allow partial matching. 
 

Lengthy documents have little similarity scores.  Precise match 
of the query keywords in the document terms may result in 
false positive results due to substring match. 

Probabilistic 
Model 

 

Given a query, the model ranks 
documents by the probability 
of relevance. 
 

Independent assumption and Parameter estimation are the two 
crucial principal concern issues. It is hard to estimate 
parameters, i.e. need to estimate relevance, without a proper 
training dataset. 
In the composite terms, the presence of one term increases the 
likelihood of the presence of the other even though sometimes 
it is not realistic. 
 

 
 
4.0 EXPERIMENTS AND RESULTS 
 
The experiments are carried on the TREC OHSUMED dataset [28]. TREC  Conference was started in 1992 and was 
co-sponsored by the National Institute of Standards and Technology and U.S. Department of Defense. It was also part 
of the TIPSTER Text program. William Hersh and his colleagues obtained OHSUMED corpus [29] for their 
experiments. The OHSUMED is an online medical information database, MEDLINE, which contains 348,566 
references, collected over five years, and it consists of 270 medical journal titles and abstracts from 1987 to 1991. The 
available fields as shown in Table 4 and their definitions.  
 

Table 4: Field definitions of the TREC-9 OHSUMED Dataset 
 

Notation Field Short form 

.I Sequential identifier 
 

.U MEDLINE identifier,  <DOCNO> used for 
relevance judgments 

UI 

.M Human-assigned MeSH terms MH 

.T Title TI 

.P Publication type PT 
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Fig. 2 and Fig. 3 represent the OHSUMED data set schematic view and QREL schematic view. 
 

 

 
Fig. 2: Schematic view of OHSUMED dataset file 

 

 
 

Fig. 3: Schematic view of OHSUMED QREL 
 

The implementation of the IR model uses Whoosh library and Python programming for indexing and searching the 
OHSUMED dataset for a given set of 60 QRELS.  
 
The various ranking models compared and analyzed are: 
 

1. TF-IDF 
2. Cosine 
3. PL2 
4. BM25  
5. BM25F  
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Fig. 4: Schematic view of Output generated from the Information Retrieval Python program for the BM25F Model 
 
4.1  Evaluation 

 
An empirical comparison of the performance of standard popular ranking models is presented in this paper. 
Experiments were conducted on the TREC-9 OHSUMED dataset. The performance of an IR system can be evaluated 
with standard precision and recall metrics. These measurements are used to measure accuracy in the ranking and 
search of documents, respectively. Precision is a measure of exactness [32], and it estimates “how well it eliminates 
unwanted documents," whereas Recall is a measure of completeness which measures “how well an IR system finds 
what user wants.” The relevant documents are searched from the corpus and will be ranked according to their 
relevancy. Searching divides the corpus into two sets viz. a set of relevant documents that are returned from the query 
and a set of non-relevant which are not matched with the query [30], [31]. A similarity score for the algorithms 
discussed in section 3.0 is computed for the ranking or retrieval model using Python programming and Whoosh 
Library. The scores obtained are stored in an output file as shown in Fig. 4 . The output is then used to execute the 
TRECEVAL Script. TRECEVAL is the standard evaluation procedures or script from NIST which generates the 
output that can be used for calculating the Precision and Recall.  
 
4.2  Discussion 

 
The performance of all the ranking algorithms are evaluated using four common measures: Precision at 5(P@5), 
Precision at 10(P@10), Precision at 100(P@100), and MAP values on the TREC-9 datasets.  
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Table 5: Mean Average, Precision @ 5, Precision @ 10, Precision at 100  results using various algorithms 
on  TREC-9 OHSUMED Dataset. 

 
Algorithm/ 
Precision 

Tf_idf Cosine PL2 BM25 Bm25F 

P5 0.1841 0.346 0.3933 0.4159 0.4195 

P@10 0.1429 0.2635 0.3524 0.3683 0.3873 

P@100 0.0489 0.0594 0.1663 0.167 0.1706 

P@1000 0.0049 0.0059 0.0315 0.0315 0.0317 

MAP 0.14836 0.24986 0.4005 0.41422 0.4256 

 

 
 

Fig. 5: Precision / Recall Graph 
 

As shown in Table 3, the BM25F algorithm outperforms the other algorithms on the TREC-9 OHSUMED Dataset.  
Fig. 5 represents Precision / Recall graph which also shown that BM25F algorithm outperforms other algorithms.  
 
 
5.0 CONCLUSION  

 
In this paper, we have analyzed and empirically reviewed the various IR ranking algorithms. The Scoring and 
Similarity measures are evaluated to identify the relationship between the current similarity functions in the context 
of IR systems. In our experiment using TREC-9 OHSUMED Medical dataset, we found that Cosine and BM25 
measures have comparably effective, but BM25F algorithm in generally outperforms the existing ranking measure. 
This paper reviews the state-of-the-art IR techniques and suggests new approaches. It provides a detailed explanation 
of how the current information retrieval approaches work; examine the strengths and weaknesses, and identify the 
gaps. Furthermore, maximization of the similarity probability, by using divergence between the document and query 
probability, Query refinement, content-based approaches, Author – relevancy techniques and usage ranking 
techniques can resolve the issue of relevancy and the demands of high MAP with existing high Recall rates in the 
technical literature. 
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