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ABSTRACT

The main purpose of k-Means clustering is partitioning patterns into various homogeneous clusters by minimizing
cluster errors, but the modified solution of k-Means can be recovered with the guidance of Principal Component
Analysis (PCA). In this paper, the linear Kernel PCA guides k-Means procedure using filter to modify images in
situations where some parts are missing by k-Means classification. The proposed method consists of three steps: 1)
transformation of the color space and using PCA to solve the eigenvalue problem pertaining to the covariance matrices
of satellite image; 2) feature extraction from selected eigenvectors and are rearranged by applying the training map to
extract the useful information as a set of new orthogonal variables called principal components, and 3) classification of
the images based on the extracted features using k-Means clustering. The quantitative results obtained using the
proposed method were compared with k-Means and k-Means PCA techniques in terms of accuracy in extraction. The
contribution of this approach is the modification of PCA selection to achieve more accurate extraction of the water-body
segmentation in satellite images.

Keywords: PCA, k-Means clustering, statistical pattern recognition, water feature extraction, image segmentation,
satellite images, contextual filter

1.0 INTRODUCTION

In the real world, datasets generally express their variables relationship, and are statistically independent of the feature
vectors. However, one can safely eliminate the least discriminative feature in any dataset. This is because data may
contain either many redundant features which do not provide additional useful information or irrelevant features that
have no effective informational value in any context than the currently chosen features. Using a single feature could
express a combination of various types of information by a single value.

The Principal Component Analysis (PCA) is a versatile technique as it allows data to be recovered exactly as its original
format. Assume the covariance matrix of the data x;, k = 1, ..., 1, x; € RN,chzl X, = 0, is defined as [1]:

1
C=7 i xxf (1)

The orthogonal linear transformation that transforms the data to the new coordinate system (onto the Eigenvectors), is
called principle components. Assume a data matrix X is contained the n rows and the p columns; each rows represents a
different repetition of the experiment, and each columns gives a particular kind of features. The transformation is
dimensional vectors of weight that map each row vector to a new vector of principle component scores [2] (t(;)): ty) =
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143
Malaysian Journal of Computer Science. Vol. 31(2), 2018



Water-Body Segmentation in Satellite Imagery Applying Modified Kernel K-Means. pp. 143-154

X(i)-W(ky- This transformation maps a data vector x from an original space to a new space which are uncorrelated over
the dataset. This is useful for data reduction, noise reduction, visualization, and data compression. PCA is widely used in
many applications to extract the most relevant dataset information such as for face recognition, object recognition,
change detection [3], etc. The PCA technique was first developed in 1987 for human face recognition [4], and in 1991, it
was used as Eigen faces for face detection and recognition [5]. In a face database, all face images are represented as very
long vectors - not the usual matrix - and this takes up the entire image space, where each image is a point. It is important
to consider, not all the principle components need to be kept. The truncated transformation makes by keeping only the
first L principle components (producing by using only the first L loading vectors) [6]. The application of PCA for
dimensionality reduction involves projecting the data onto the largest eigenvectors of it covariance matrix using
independent components to reduce the dimensionality of the feature space. In order to minimize projection errors, the k&
largest eigenvectors are chosen for data projection so that, the total least squared regression or orthogonal regression is
minimized in all directions.

Another technique - k-Means clustering - is used to disclose contextual structures of multivariate datasets. It is useful for
extracting clusters with iterative optimization, but its drawback is the initialization of convergence for local minima [7],
[8]. Ding and He [9] proposed the PCA-guided k-Means technique to find the optimal k-Means partition by data
projections on principal directions. Honda [8] used a fuzzy PCA-guided method to robust k-Means clustering to perform
k cluster-core identification, in which indicated clusters are calculated in a batch process by taking into consideration the
weight of samples.

Accurate information about the distribution of open surface water is very important in many scientific disciplines. Pixel-
based methodologies have been widely used to identify water features in images. These methods involve selecting a
single band from multispectral images and defining the threshold value subjectively. Such a method, by itself, might
lead to underestimation or overestimation of water area extraction [10]. An improved method - simple ratio method [11]
- uses two bands from a multispectral image. The advantage of using different spectral responses from different land-
covers is that it enhances the water features in the image. However, the extracted water features are usually mixed with
the signal from built-up land [12].

Statistical pattern recognition techniques have been used to extract land-cover features, including waterbody, and are
different from traditional pixel-based methodologies. For instance, unsupervised Iterative Self-Organizing Data Analysis
Technique (ISODATA) involves grouping multi-band spectral responses into spectrally pure clusters [13]. However,
after processing the clusters must be assigned with actual land-covers (e.g. water) by using reference data or field
collected data.

The integration of the pixel-based classification and object-based segmentation will give rise to other methods especially
the integrated method. This method identifies waterbodies in remote sensing imagery based on the characteristic spectral
reflectance curves [14]. However, this method is less efficient in handling water feature pixels that are mixed with other
land-cover types such as built-up land and vegetation.

The objective of this study is to propose a new integrated method of pixel-based classification and statistical pattern
recognition method for water features extraction in images. PCA is applied to reduce the number of features to classify
by removing non-useful features. The newly selected features are then passed through a contextual filter, and finally, the
water area (part of the river) is extracted by K-means clustering classification. The contribution of this approach is an
improvement in PCA selection using K-means clustering to achieve the accurate extraction of the water-body.

The remaining sections of this paper are organized as follows: Section II describes the proposed approach, the flowchart
of the proposed algorithm with details of each step. Section III presents analysis of the experimental results based on the
satellite imagery of Terengganu River, and compares the results using the proposed method with the results of previous
works. Section IV presents the conclusion and suggestion for future work.
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2.0 PROPOSED APPROACH

The proposed approach includes four steps: 1) pre-processing; 2) PCA; 3) proposed contextual filter; and 4) k-Means
clustering. A binary logo image will be used as the embedded watermark. Fig. 1 shows the flowchart of the proposed
algorithm.

In this study, we used the high resolution satellite images taken by National Oceanic and Atmospheric Administration
(NOAA) and Digital Globe’s QuickBird.

The study area covers the Kuala Terengganu district of Malaysia. This region is selected as a case study because of its
complex geographical features. In order to support the proposed approach and the results of the study, the proposed
approach was applied to two other areas: north-eastern Germany which adjoins the North Sea, and the Sea of Azov in
south-eastern Europe.

2.1 Pre-Processing

The subject of statistics is based on the idea that having a dataset, we wish to analyze the relationships between the
individual points or components of this dataset. In our study, our dataset consists of three-column values as per color
image of R, G and B. When we want to use the red, green, and blue components of each pixel to classify an image,
statistically, it presents a correlated feature problem. The R, G, B components of a pixel are statistically correlated
because the image sensors that are most sensitive to red light also capture some blue and green light, and similarly for
the blue and the green light sensors. Hence, removal of the red component from the feature vector, implicitly also
eliminates the G and B channels. Therefore, before eliminating any features, the entire feature color space (R, G and B)
must be transformed such that the underlying uncorrelated components are identified. In addition, our datasets also
include urban areas with vegetation. Thus, to make the dimensions more distinctive, we rearrange the RGB values set to
HSYV color space in which its components and colorimetry are relative to the RGB color space. To process this
statistically, we embed all dimensions into one matrix.

Satellite imagery

L

Pre-Preprocessing Convert colour space

PEA techrique « Dimension reduction on
feature space

"

L

Proposed contextual filter amEman

L

K-Means clustering

@l

Final detection of the river and
water areas

Fig. 1: Flowchart of the proposed algorithm
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22 PCA

Feature selection is an essential step in image classification because it helps in removing redundancy and irrelevant input
features to reduce learning time for computing and modifying and to improve accuracy in classification. There are three
feature selection methods: 1) filter [15], [16]; 2) wrapper [17], [18]; and 3) hybrid methods [19], [20]. Selecting the
feature subset using the filter methods involves a pre-processing step based on a chosen criterion of the classifier. In the
wrapper method, the selection method directly optimizes the predictor performance. The hybrid method is a combination
of the wrapper and filter methods to guide the classifier [21].

PCA is a linear dimensionality reduction technique which searches for projection in the maximum variability directions.
It computes the eigenvalues and eigenvectors of the data covariance matrix. Eigen vectors are sorted eigenvalues and the
actual data is projected into the eigenvectors directions [22].

To center and scale the data, PCA will first standardize the data, to summarize it, and then the sample mean vector and
standard deviation vector are calculated. Standardization of data means subtracting the sample mean from each
observation, and dividing the product by the sample standard deviation.

For an N dimensional image sample, the covariance matrix of order N X N is calculated using the equation, below [22]:

£=—{(x—D(x -0} @)
where x is the given matrix with N dimension, and X is its mean vector.
In the next step, from the covariance matrix £, eigenvectors / and diagonal elements of matrix D as eigenvalues, we will
find [22],

V£V =D 3)
After sorting the eigenvectors, data is projected in the direction of the sorted eigenvector [22]. In the three dimensional
set (hue, saturation and value), data can be projected onto the surface defined by the two largest eigenvectors to occupy a
2D feature space or it can be projected onto the largest eigenvector to obtain a 1D feature space. Two biggest
eigenvectors corresponded with two biggest eigenvalues are chosen to reduce the image dimensions.

2.3 Proposed contextual filter

Filter feature selection is aimed at finding the relevant features set within the training map. The extra objects in the
database which is connected to the water area mostly have similar color properties, and this makes it challenging to find
the water pixel color range. K-means clustering alone is not enough to resolve this problem. PCA is used to select the
most useful features and the proposed filter modifies the water-body segmentation process.

There is an advantage of using the training map for removing certain ranges of the hue. In the training map, the various
hue values are considered in order to separate the river and the dam pixels from each other. We used the discrimination
ratio (empirically fixed between 0 and 0.4) to separate the water from the dam. This delineation requires the pixel
coordinate color hue information, and the old values of the hue are replaced. The other values are remained as they were.

2.4 K-means clustering

The basic task in data mining is clustering which involves grouping similar sets together and differentiating them from
other sets. The clustering method is divided into four basic groups: 1) Connectively-based clustering [23]; 2) Centroid-
based clustering [24]; 3) Distribution-based clustering [25]; and 4) Density-based clustering [26]. In connectively-based
clustering, which is based on the core, different distances will form different clusters. In centroid-based clustering, the
clusters are represented by a central vector, which may not necessarily be a member of the dataset. In this method, we
assign objects to the nearest center of & clusters. To find the nearest cluster center, we can use squared distances, etc. In
distribution-based clustering, the clustering objects belong to the same distribution. In density-based clustering, a cluster
is defined based on the higher density area being grouped together, and the rest of the objects is assumed as noise. Since
clustering is the grouping of similar objects, it is necessary to have some sort of measurement such as distance
measurement, and similarity measurement to determine similarities/dissimilarities between two objects.

One of the centroid-based clustering techniques is K-means. It is an unsupervised algorithm which classifies P different
features of similar objects in a feature vector to K clusters. The objective function is defined as the sum of within cluster
errors expressed as follows:
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Lim = le§=1 ZiEGk”xi — byll? 4)

where K is the number of clusters, and byis the centroid of cluster G, [8]. Certain centroid of pre-defined number of
cluster K will be estimated including the condition to be as far as possible of each other, else it will give rise to different
clusters. Sample assignment and centroid estimation are iterated until the solution is trapped at a local minimum.

The advantages of using this algorithm include ease of performance, rapid convergence and compatibility for sparse data
[23]. However, the disadvantage is that it is sensitive to the number of cluster chosen.

3.0 EXPERIMENTAL RESULTS AND DISCUSSION

Satellite imagery segmentation enforces the combination of features information. A feature structure is a general purpose
data structure which identifies and groups individual features, each of which associates a name with one or more values.
Because of the generality of feature structures, they can be used to represent many different kinds of information. The
statistical process helps to distinguish the main features from the other features. PCA of the data matrix will extract the
dominant patterns in the matrix in terms of a complementary set of scores and loading plots. Statistical information is
suitable to exploit spectral information and make a training map. The segmentation of the river in the proposed method
is achieved by using k-Means clustering to classify the features that are related to each other.

This section discusses the experimental results to demonstrate the characteristic features of our proposed algorithm. The
performance of the proposed method is compared with that of K-means clustering and the PCA k-Means techniques
with respect to their accuracy in water extraction. The static information in k-Means clustering using context and
spectral information lacks accuracy in water extraction, especially in urban area. K-Means selects the cluster randomly
and then normalizes the result. K-Means PCA technique needs to be improved in this aspect, too. The results of our
experiment are shown in Fig. 2, and the three techniques were compared with respect to their ability to segregate the
water from the dam area. Fig. 2(1-b) shows the results obtained by applying k-Means PCA to the original image in Fig.
2(1-a). It shows that certain part of the water has been removed by using k-Means clustering technique based on the
definition of number of clusters to better distinguish the water area from the dam. However, the results shows some
effects on some parts of the water because of the reflection of the dam color on the water. The boundary of the water
remains, as it is part of the dam area, which will be reflected in the extraction result when using the k-Means PCA
technique. In contrast, our proposed method can overcome this problem by using the modified filter, which exploits the
training map in the chosen eigenvectors to indicate separation of the water from the dam.
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(2-c) (2-d)
Fig. 2: (1-a) and (2-a) Cropped original image of Terengganu River (2013). (1-b) and (2-b) K-Means clustering result.
(1-c) and (2-c) Water extraction using k-Means PCA. (1-d) and (2-d) Resulting image using the proposed algorithm.

Although this modification could indicate more distinctly the separation of water in urban area, it might remove part of
the water since the modified filter classification has been applied to some images, as shown in second part of the Fig. 2.
In this context, there are guidelines pertaining to the use of various filters and separation of the water to avoid producing
any false positive. The second part of the Fig. 2 shows the false positive classification produced using the k-Means PCA
and k-Means techniques. The k-Means technique produces more false positives when compared with other techniques,
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as shown in Fig. 2. (2-b). However, Fig. 2 (2-c) shows more pepper-and-salt false positives in the image including less
amount of false positives on the right side of the image. This indicates that k-Means PCA performs better in keeping the
water boundary when compared with k-Means clustering. The proposed method has removed almost all the false
positives, but removed some parts of the water boundary, only.

Fig. 3 shows an urban area which is full of similar spectral color with water, and this poses a big challenge for
extraction. Fig. 3 (d) shows the image following modification using the proposed algorithm almost no false negative
within the extraction of the water boundary. This indicates that k-Means PCA has improved water classification but still
produces some false positives in the final result, as shown in Fig. 3(c). However, the river seems wider in some parts
when using the k-Means clustering segmentation technique directly with k-Means PCA and the proposed algorithm. The
marked improvement achieved when using the proposed technique is due to its ability to totally eliminate the ‘pepper-
and-salt’ noise seen in the second part of Fig. 2 and Fig. 3. Hence, areas of water feature have become homogeneous.

(c) (d)

Fig. 3: (a) Cropped original image of an urban area. (b) K-Means clustering result. (¢) Water extraction using k-Means
PCA. (d) Resulting image produced the proposed algorithm.

Fig. 4(a) and 4(b) show the images before and after the application of the proposed approach, respectively. Fig. 4(a)
shows the original image of a part of the North Sea which includes the vegetation area of north-eastern Germany. This
image poses complex challenges for water-body extraction because of the different color intensities, and the similar
dried-up water-body, as seen on the right side of the image. The image shown in Fig. 4(b) clearly indicates that the
algorithm has solved the first problem by controlling the number of clusters. The second problem has also been resolved
because of the characteristics of the proposed algorithm.

149
Malaysian Journal of Computer Science. Vol. 31(2), 2018



Water-Body Segmentation in Satellite Imagery Applying Modified Kernel K-Means. pp. 143-154

(c) (d)

Fig. 4: (a) Cropped original image of a part of the North Sea. (b) Resulting image produced by the proposed algorithm.
(c) Cropped original image of north-eastern Germany. (d) Resulting image produced by the proposed algorithm

The results obtained by the proposed approach are shown in Fig. 4(c and d) and Fig. 5. The results clearly show that the
algorithm is able to recognize the water-body areas from satellite images of different area, or landscapes.

(a) (b)
Fig. 5: (a) Cropped original image of the Sea of Azov. (b) Resulting image produced by the proposed algorithm.
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Besides qualitative analysis, quantitative measurement was also performed to support the qualitative observation of the
resulting images. In the conventional method, the peak signal-to-noise ratio (PSNR) is measured as it operates directly
on the intensity of the image, based on the following formula:

MAX;

PSNR = 20 10gy,( /W) (5)

where MAX; is the maximum signal value in our original image.

Tablel shows the results of the quantitative analysis of the PSNR per image using different segmentation methods. It
shows that the PSNR in the proposed method produces higher signal values when compared with the other two methods.
The results obtained using the proposed method show more similarity to the original image, which also has higher PSNR
values.

Table 1: Quantitative comparison of the PSNR values produced by the different methods

Case Proposed Case k-Means Case k-Means
algorithm clustering PCA

PSNR for Fig 2(1-d) 24.4079 PSNR for Fig 2(1-b) 23.6865 PSNR for Fig 2(1-c) 21.7040

PSNR for Fig 2(2-d) 28.8587 PSNR for Fig 2(2-b) 27.4149 PSNR for Fig 2(2-c) 28.7899

PSNR for Fig 3(d) 27.6645 PSNR for Fig 3(b) 27.5518 PSNR for Fig 3(c) 27.6361

Much efforts had been made on quantitative analyses of the human visual system (HVS) and its sensitivity to different
visual signals such as luminance, contrast, frequency, and the interaction among the different signal components [27,
28]. Based on the results obtained, the second method of analysis was chosen. The feature Similarity (FSIMc) [29] index
for Image Quality Assessment (IQA) is based on the HVS, and is calculated using the formula, below:

_ er& SL(x)- [Sc(x)]A-PCm(x)
FSIMc = S s PCn(x) ®)

where > 0 , and is used to rank the importance of the chromatic components, and S; is the chrominance similarity
measure. The similarity of the two pictures based on gradient magnitude (GM) and phase congruency (PC) is shown
by S;.. Also, PC is the phase congruency, thus, PC,,(x) = max(PC;(x).PC,(x)) ; § means the whole image spatial
domain.

Table 2 shows the results of the quantitative analysis after applying FSIMc on the other two methods. It shows that the
FSIMc values by the proposed method have achieved higher results comparing with the k-Means clustering, and k-
Means PCA methods. Tables 1-2 indicate that the proposed algorithm is in agreement with the results from the
qualitative analysis.
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Table 2: Comparison of the FSIMc values produced by the different methods

Case Proposed Case k-Means Case
algorithm clustering
FSIMc for Fig 2(1-d) 0.9207 FSIMc for Fig 2(1-b) 0.9134 FSIMc for Fig 2(1-c) 0.9006
FSIMc for Fig 2(2-d) 0.9744 FSIMc for Fig 2(2-b) 0.9570 FSIMc for Fig 2(2-c) 0.9570
FSIMc for Fig 3(d) 0.9325 FSIMc for Fig 3(b) 0.8109 FSIMc for Fig 3(c) 0.8511
4.0 CONCLUSION

The proposed enhanced technique has been developed to achieve better accuracy in extraction of the water-body
segmentation from satellite images. The statistical PCA technique was used for unsupervised dimension reduction, while
k-Means clustering was used for performing unsupervised learning tasks. In this study, the PCA was applied to guide the
modified filter to achieve better accuracy in extraction of the water-body segmentation in satellite images.

The study has achieved its objectives: (i) produced the eigenvectors pertaining to the eigenvalues using the PCA
technique; (ii) rearranged the selected eigenvectors by using a training map; after modifying the filter, K-means
clustering was used to classify the satellite images, and the river was extracted. Based on the results of the experiments,
the proposed method has produced better image segmentation for the water-body areas in satellite images as compared
with the other techniques such as k-Means clustering and PCA, and this is supported by the higher PSNR values and
FSIMc values obtained from quantitative measurements. Further research in this area could focus on the improvement of
segmentation technique of extraction of water-body from satellite images using other classification techniques based on
the PCA approach.
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