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ABSTRACT 
 
MCSS is a relatively new meta-heuristic algorithm inspired from the electromagnetic theory and has shown better 
potential than the same class of algorithms. But, like the other meta-heuristic algorithm, some performance issues are 
also associated with this algorithm such as convergence rate and trap in local optima. So, in this work, an attempt is 
made to improve the convergence rate of MCSS algorithm and proposed a Hybrid Magnetic Charge System Search 
(HMCSS) for solving the clustering problems. Further, a local search strategy is also inculcated into MCSS algorithm to 
reduce the probability of trapping in local optima and exploring promise solutions. The effectiveness of the proposed 
algorithm is tested on some benchmark functions and also applied to solve real world clustering problems. The 
experimental results show that the proposed algorithm gives better results than the existing algorithms, and also 
improves the convergence rate of MCSS algorithm.  

Keywords: charge particles,  clustering,  electric force,  magnetic force 

 

1.0 INTRODUCTION 
 

From past few decades, clustering problems are attracting a bulk of attention from researchers to find the solution both 
theoretical and practical point of view. It is an unsupervised classification technique, allocate the data into distinct 
groups, where these groups are known as clusters and data within a cluster having more common characteristics.  Hence, 
the aim of clustering is to find the optimal cluster centers of the data so that the unseen patterns can be accessed from  
[1-3]. These problems have been surfaced out from a variety of research fields such as pattern recognition, data analysis, 
image processing, market research, process monitoring, bioinformatics, biology, and so on [4-10]. Therefore, it is a 
major issue to either ameliorate the present problem or to develop new clustering algorithms for enhancing the 
efficiency of data clustering. Several clustering algorithms have been reported by research community in recent years. 
These algorithms can be categorized as partitioned based clustering algorithm, hierarchical clustering algorithm, density 
based clustering algorithm, grid based clustering algorithm, and model based clustering algorithms [11-15]. This work is 
primarily focused on the partition based clustering problems. In partition based clustering algorithms, different partitions 
of dataset are formed using a criterion function and usually Euclidean distance is used for this. K-Mean is one of the 
oldest, simplest and popular one partition based clustering algorithms, but it converges in local optima and its 
performance also depends on initial cluster centers [16-17]. To get rid of this local optima problem, many evolutionary 
and swarm based approaches have been applied to date. These approaches consist of innovative and intelligent paradigm 
to solve the optimization problems.  Some of these are genetic algorithms (GA) [18, 19], particle swarm optimization 
(PSO) [20,21], ant colony optimization (ACO) [22, 23], artificial bee colony optimization (ABC) [24, 25], teacher 
learning based optimization method (TLBO) [26, 27], charge system search (CSS) [28, 29], simulated annealing (SA) 
[30, 31], tabu search (TS) [32], cat swarm optimization (CSO) [33-36], and magnetic charge system search (MCSS) [37-
38], which have been previously implemented successfully to solve the clustering problems. These algorithms explore 
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the solution space for optimal solution effectively. Further, in literature, hybrid variants of these algorithms are also 
reported [21, 23, 25, 34, 36]. 
 
In this work, a recently developed meta-heuristic, called Magnetic charge system search (MCSS) algorithm is explored 
to solve the partition based clustering problems. MCSS has been used to solve engineering design problems [39]. This 
algorithm is inspired from the electromagnetic forces (electrical and magnetic forces between the charged particles) 
from physics and law of motion from mechanics. Charged particles work like search agents and explore the search space 
to obtain the optimal solution. Each charged particle is directed towards its global optimum position using the net 
amount of forces (electrical and magnetic forces) and law of motion. Nevertheless, like many other meta-heuristic and 
evolutionary algorithms, the MCSS algorithm also encounters some challenges. Although, MCSS is a well efficient 
optimization algorithm there is some inefficiency in context with the solution search equation, which in turn is used to 
generate new candidate solutions based on the information of previous solutions and electromagnetic forces. Hence, it is 
observed that the search equation of MCSS algorithm is substantial for exploitation but poor for exploration. As a result 
of this, it cannot effectively use information to compute the most promising search direction and due to this, issues in 
relation with the trapping in local optima as well effect on convergence speed may arise. To handle the aforementioned 
issues, an improved search mechanism is proposed for MCSS algorithm, inspired from the DE algorithm and also to 
guide the search of new candidate solutions in order to improve convergence rate. Further, a local search strategy is 
proposed to explore the more promising solution space and also to escape from the local optima problem. The boundary 
level constraints are also handled by using this strategy. The rest of the paper is organized as follows. Sections 2.0 and 
2.1 summarize background on clustering and magnetic charged system search algorithm; Section 3.0 describes proposed 
HMCSS algorithm in detail; Experimental results are illustrated in section 4.0 and work is concluded in section 5.0. 
 
2.0 BACKGROUND 

 
In the field of data analysis, clustering is a common problem and it becomes NP hard problem when number of clusters 
is more than three. Consider, a dataset D(x, z), where x represents number of attributes and z represents number of 
clusters. Mathematically, it can be expressed as: 
 

x =  {xଵ, xଶ, xଷ … … x୫}  where x୧ ∈  R୒, and 

z =  {zଵ, zଶ, 𝑧ଷ … … z୩}  where ∀୧ஷ୨z୧ ∩ z୨ = ∅, ራ z୧

୩

୧ୀଵ
= x, ∀୧z୧ = ∅          (1)  

 
The goal of clustering problem is to determine the partitions in a dataset with minimum criterion function. Elements 
within a partition are generally homogenous in nature but exhibit heterogeneity with the elements of other partitions. 
Commonly, Euclidean distance is used as criterion function. It can be described as follows. 
 

F(A, B) = ෍ minฮA୧ − B୨ฮ
ଶ

୒

୧ୀଵ

, j = 1, 2,3, … … . K                                      (2) 

Where, 𝐴௜ denotes the ith data objects, 𝐵௝  denotes the jth cluster center and D denotes the distance between ith data 
objects from the jth cluster center. Hence, aim of the partition based clustering algorithm is to compute the optimal 
cluster centers in a given dataset. 
 
2.1Magnetic charge system search  
 
Magnetic charge system search (MCSS) is a recent meta-heuristic algorithm reported in [39]. It is based on the 
electromagnetic forces and newton law of motion. The candidate solution represents in terms of charged particles (CPs) 
and CPs are responsible for searching the optimal solution by exploring the solution space. When, a charge particle (CP) 
is placed in solution space, it generates its own electric field and imposes an electric force on other CPs. The amount of 
electric force generated by CP is calculated using equation 3. 
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E୩ = q୩ ෍ ቆ
q୧

Rଷ
∗ wଵ +

q୧

r୩୧
ଶ ∗ wଶቇ

୧,୧ஷ୩

∗ p୩୧ ∗ (X୧ − X୩), ൝
k = 1, 2, 3, … . . K

wଵ = 1, wଶ = 0 ↔ r୧୩ < 𝑅
wଵ = 0, wଶ = 1 ↔ r୧୩ ≥ R

              (3) 

 

where, qi and qk represents the fitness values of ith and kth CP, ri,k denotes the separation distance between ith and kth CPs, 
w1 and w2 are the two variables whose values are either 0 or 1, R represents the radius of CPs which is set to unity and 
it is assumed that each CPs has uniform volume charge density but changes in every iteration and Pik denotes the moving 
probability of each CPs. Now, the value of electric force (Eik) depends on the variables qi, qk, ri,k,  Pik and  R. 
Whereas, movement of CP in random space search produces the magnetic field, which in turn imposes the magnetic 
force on other CPs and it can be determined using equation 4. 

 

M୩ = q୩ ෍ ൬
I୧

Rଶ
∗ r୩୧ ∗ wଵ +

I୧

r୩୧

∗ wଶ൰

୧,୧ஷ୩

∗ PM୩୧ ∗ (X୧ − X୩), ൝
k = 1, 2, 3, … . . K

wଵ = 1, wଶ = 0 ↔ r୧୩ < 𝑅
wଵ = 0, wଶ = 1 ↔ r୧୩ ≥ R

        (4) 

where, qk represents the fitness values of the kth CP, Ii is the average electric current, ri,k denotes the separation distance 
between ith and kth CPs, w1 and w2 are the two variables whose values are either 0 or 1, R represents the radius of CPs 
which is set to unity and PMik denotes the probability of magnetic influence. Now, the value of magnetic force (Mik) 
depends on the variables qk, Ii, ri,k,  PM୧୩ and  R. 
 

Finally, the total force (Ftotal) acting on a CP is the synergistic action of both the electric and magnetic forces and can be 
computed using equation5. 

F୲୭୲ୟ୪ = p୰ ∗ E୩ + M୩                                                                                                      (5) 

where, p୰ denotes a probability value to determine either the electric force (Eik) repelling or attracting, 
E୧୩and M୧୩present the electric and magnetic forces exerted by the kth CPs to ith particles. 

The total force with Newton second law of motion is used to find the updated positions of CPs in D-dimensional search 

space and these updated positions of CPs can be computed using the equation 6 given below. 

 

X୩,୬ୣ୵   = randଵ ∗ Zୟ ∗
F୲୭୲ୟ୪

m୩

∗ ∆tଶ + randଶ ∗ Z୴ ∗ V୩୭୪ୢ ∗ ∆t + X୩୭୪ୢ                                (6) 

 

where, rand1 and rand2 are the two random variable in between 0 and 1, Za and Zv act as control parameters to control 
the influence of total force (F୲୭୲ୟ୪) and previous velocities, mk is the mass of kth CPs which is equal to the qk and ∆t 
represents the time step which is set to 1,X୩ ୭୪ୢ represents the position of old CPs, V୩ ୭୪ୢ denotes the velocity of kth CPs. 
The updated velocities of CPs can be calculated using equation 7. 
 

V୩୬ୣ୵ =
X୩୬ୣ୵ − X୩୭୪ୢ

∆t
                                                                                              (7) 

 
3.0 PROPOSED HMCSS 

 
This section describes the proposed HMCSS algorithm for improving the convergence rate and local optima problems of 
MCSS algorithm. In order to make the MCSS algorithm more efficient, robust and effective, two amendments are 
proposed. For achieving the good convergence rate, both the exploration and exploitation abilities of algorithm should 
be well balanced. MCSS algorithm is good for exploration, but converges slowly due to lack of exploitation. Another 
issues regarding performance of MCSS algorithm is local optima problem and boundary constraints. The proposed 
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amendments are explained in subsections 3.1 and 3.2, and the pseudo code of proposed HMCSS is described in 
subsection 3.3. 
 
3.1 Solution Search Mechanism 
 
The exploration and exploitation are prerequisites of each meta-heuristic algorithm. Exploration refers to the ability of 
the algorithm in finding global optimum solution, whereas, exploitation refers to the ability of the algorithm in finding 
better solution based on the previous solution [40]. In MCSS algorithm, the new candidate solution is generated using 
equation 6. In equation 6, the right hand side first term is responsible for the exploitation of solutions in search space and 
liability of exploration belongs to the second term. So, the updated solution is the combination of the total force exerted 
by CPs and its velocities with the old position of CPs in solution space. On the other hand, in equation 6, rand1 and rand2 
are the two random numbers in the range of 0 and 1; Za and Zv are the control parameters to control the exploitation and 
exploration process; Ftotal,k and mk denotes the acting force and mass of the kth CP; Vk,old is the previous velocity of kth CP 
and Ck,old is the position of the kth CP in solution space. The equation 6 is good for exploration but poor at exploitation. It 
is noted that well-made search equations improve the performance of algorithm. Hence, a new search equation is 
proposed to enhance the exploration ability of the MCSS algorithm using the mutation strategy of Differential evolution 
(DE) algorithm. DE is a simple, but efficient algorithm, which can be applied to solve different types of optimization 
problems in real-world applications [40]. DE algorithm uses different mutation strategies to exploit the better solutions, 
but the following mutation strategies are widely adopted.    
 

DE/best/1: Vi= Xbest+ F (Xr1− Xr2)                                                                         (8) 

DE/rand/1: Vi= Xr1 + F (Xr2− Xr3)                                                                           (9) 

 

Where, i = {1, 2, . . . , SN}; r1, r2, and r3 are mutually different random integer indices selected from {1, 2, . . . ,NP};F is 
a positive real number, typically less than 1.0 that controls the rate at which the population evolves. It is observed that 
best solution component in the search mechanism can explore the optimum solution effectively and also guide searching 
process efficiently and resulted in improved convergence rate.  In DE algorithm, “DE/best/1”, denotes the best solutions 
explored in the history and it can use to guide the current population, whereas, “DE/rand/1” maintains population 
diversity. Hence, in this work, a new improved search mechanism is proposed motivated by DE algorithm and new 
solution search equation is proposed by hybridizing the two solution search equations. The proposed equation is 
described as follows. 
 

X୩,୬ୣ୵   = randଵ ∗ Zୟ ∗
F୲୭୲ୟ୪

m୩

∗ ∆tଶ + randଶ ∗ Z୴ ∗ V୩୭୪ୢ ∗ ∆t + Xୠୣୱ୲ +  ∗ (X୩୭୪ୢ − X୰ଵ)                                (10) 

In above equation, the best solution in current population can improve the convergence rate of MCSS algorithm and Xr1 
denotes the random population, maintains the population diversity. Thus, the exploitation ability is improved by using 
global best experience of each CP in solution search space which is mentioned in equation 10 and this modification 
leads the algorithm to be converged on optimal solution.  
 
3.2 Local Search Strategy 
 
Every meta-heuristic algorithm suffers with the problem of local optima. Another issue related to these algorithms is the 
boundary constraints. It is noted that there is no predefined mechanism to deal with such problems. Hence, in this work, 
effort is made to handle the problems of local optima and boundary constraints. So, a local search strategy is proposed to 
handle these issues. This strategy is illustrated in Figure 6.1 and summarized as follows: 

Step 1: For each CP, Euclidean distance is calculated from the other CPs in the input search space using the position of 
CP. The other CPs within a threshold Euclidean distance can be considered as neighbors of current CP. Euclidean 
distance between two CP Xi and Xj in the n-dimensional search space is given by equation 11. 



Hybridization of Magnetic Charge System Search Method for Efficient Data Clustering. pp 108-129 

 

 
112 

Malaysian Journal of Computer Science.  Vol. 31(2), 2018 

 

d୧୨ =  ඩ෍൫x୧୩ − x୨୩൯
ଶ

୬

୩ୀଵ

                                                                                                             (11)    

Step 2: If CP new position is out of range, other CPs in the neighborhood are evaluated.  
Step 3: The position of the CP is then replaced with that of the best CP in the neighborhood instead of a random value. 
This helps in exploring more promising candidate solutions. 
 
So, in this work, two amendments in MCSS algorithm are proposed. First, the solution search equation of the MCSS 
algorithm is modified using the cognitive equation of PSO algorithm. Second, a neighborhood search strategy is induced 
in MCSS algorithm to explore the more promising positions of CPs in solution space. The proposed algorithm maintains 
the core concept of the MCSS algorithm. The detailed description of proposed algorithm is summarized in section 3.1. 

 
Fig. 1: Local search strategy 

 
3.3 Pseudo code of proposed algorithm 
 
The pseudo code of proposed algorithm is as follows. 

Step 1: Initialize the parameters of MCCS algorithm such as number of CPs, c1, c2, ϵ and load the dataset. 
Step 2: Initialize the charge particles positions and velocities. 

For k = 1 to K\* K is number of cluster centers in a dataset */ 
Evaluate the position of kth CP (position (k)) from dataset using equation 12; 

X(k) = X ୫୧୬,୧ + r୧ ∗ ൫(X୧,୫ୟ୶ − X୧,୫୧୬൯                                             (12) 
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Initialize the velocity of each kth CP; 
  V (k) = 0; 
End for 

Step 3: Calculate the value of objective function. 
For k = 1: K 

Compute the objective function value for each data instance to each CPs using eq. 13; 

D୩,୧ = ෍ ෍ ෍ ටฮX୨,୧ − X୩,୧ฮ
ଶ

୬

୧ୀଵ

୒

୨ୀଵ

୏

୩ୀଵ
                                                  (13) 

where, X୨,୧ denotes the ith attribute of the jth data instance, X୩,୧ represents the ith 
attribute of the kth CPs   of  instance and d୨,୩denotes Euclidean distance between jth 
data instance from the kth CPs.  

End for 
  Assign the data instance to each CP using minimum objective function values. 

For k = 1: K 
Compute the fitness for each CPs using equation 14; 

D୩,୧ = ෍ ෍ ෍ X୨,୧ − X୩,୧

୬

୧ୀଵ

୒

୨ୀଵ

୏

୩ୀଵ
                                                              (14) 

where, X୨,୧ denotes the ith attribute of the jth data instance, X୩,୧ represents the ith attribute of 
the kth CPs   of  instance and D୩,୨denotes distance between kth CPs and jth data instance. 

End for 
Step 4: For each charge particle 

 Initialize the personal best memory 
For k=1: K 

pbest (k) = position (k); 
fitness (pbest) = fitness (k); 

End for 
 Determine the positions of neighborhood particles in solution space. 

For k=1 to K 
Compute distance between pbest (k) to every particle. 
Evaluate the positions of neighborhood particles (P) to a CP using minimum distance 
criteria. 

End for 
Step 5: While the termination condition is not met, do following; 

Iteration = 0; 
Step 6: Calculate the mass of initial positioned CP. 

For k = 1: K 
 Compute the mass of each CPs using equation 15; 

M୩ =
fit(k) − fit(worst)

fit(best) − fit(worst)
                                                                                  (15) 

Where, mk represents the mass of kth CPs,  fit (k) is the fitness of kth  CPs, fit (best) 
and fit (worst) are the best and worst fitness values in the given dataset. 

End for 
Step 7: Evaluate the value of moving probability Pk,i  for each charged particle. 

For k=1 to K 
Determine the of fitness of each data instance (qik) to each CP using equation 16; 

q୧୩ =
fit(i) − fit(best)

fit(k) − fit(i)
                                                                                          (16) 
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where, fit(i) presents the fitness of the ith particle while fit(best) and fit(worst) 
denote the best and worst fitness values of the given dataset. 

End for 
 Determine the moving probability for each CP. 

For k=1 to K 
If (fit (qk,i) > fit (k)) 

  Pk,i 1; 
              Else 
  Pk,i 0; 
              End if 

End for 
Step 8: Compute the Electric Force (E୩) for each CP. 

 Compute the fitness of data instances. 
For i = 1: N \* N is total number of data instances in the dataset*/ 

Compute the fitness of each instance (qi) using equation 17; 

q୧ =
fit(i) − fit(worst)

fit(k) − fit(i)
 , i = 1, 2, 3, … , N                                                           (17) 

End for 
 Compute the separation distance (r୩୧) for each CP. 

For k=1 to K 
Calculate the value of separation distance (r୩୧) using equation 18; 

r୩୧ =
‖X୧ − X୩‖

‖(X୧ + X୩) 2⁄ − Xୠୣୱ୲‖+∈
                                                                           (18) 

Where, Xi and Xk represent the position of ithand kth particle and Xbestdescribes the best 
position and ∈ is a small positive constant to avoid singularities. 

End for 
If (r୩୧<R) 

w11; 
Else    

   w20; 
End if  
If (r୩୧≥ R) 

w10; 
Else   

w21; 
End if 

 Determine the Electric Force for each CP. 
For k=1 to K 

Calculate the value of electric force using equation 3; 
End for 

Step 9: Compute the Magnetic Force (Mik). 
 Compute the average electric current (Ii). 

For i = 1: N (N is total number of data instances in the dataset) 
Determine the average electric current for each data instance (qi) using equation 19; 

I୧୬ = fit୬(i) − fit୬ିଵ(i)                                                                               (19) 

End for 
 Compute the probability of magnetic influence (PMk). 

For k=1:K 
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If fit (k) >= fit (i); /* fit (i) represents the fitness of each data instance*/ 
    PM1; 
      Else 
    PM0; 
      End if 

          End for 
 Determine the Magnetic Force for each CP. 

For k=1 to K 
Calculate the value of electric force using equation 4; 

End for 
Step10: Compute the total force (Ftotal) act on each CPs. 

If (rand ( ) > 0.10*(1-iteration / iteration max)) 
Pr=1; 

Else 
Pr= -1; 

End if 
For i=1:K 

Ftotal= Pr*Eik+Mik; 
End for 

Step 11: Evaluate the new positions൫X୩,୬ୣ୵൯ and velocities (V୩୬ୣ୵)of CPs. 
For k=1 to K 

Update the position of CP using equation 10; 
Update the velocity of CP using equation 7; 

End for 
Step 12: Recomputed the objective and fitness function using updated positions and velocities of CPs. 
Step 13: Update the personal best (pbest) position of CPs. 

If (fitness (pbest) ≤ fitness (X୩,୬ୣ୵)) 
    fitness (pbest)  fitness (X୩,୬ୣ୵); 

Else 
pbest (k) = position (k); 

End if 
For k=1 to K 

pbest (k) = position (X୩,୬ୣ୵); 
End for 

Step 14: \* Local Search Strategy*/ 
 Determine the positions of neighborhood particles in solution space. 

For k=1 to K 
Compute distance between pbest (k) to every particle. 
Evaluate the positions of neighborhood particles (P) to a CP using minimum distance 
criteria. 

End for 
 Repositioning of a neighborhood particle as a charge particle (CP) 

For k=1 to K 
If fitness (k) < rand () 

Select a particle from the neighborhood in random order; 
Mark the particle as the new charge particle (CP); 
Compute the velocity of new CP using equation 7; 

End if 
End for 

Iteration = Iteration +1; 
Step 15: Repeat the step 6 -14, until termination condition is not met. 

End while 
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Step 16: Optimal cluster centers obtained. 
 

3.4 Illustrative example 
 
This section elaborates the process of the proposed method in detail with example dataset. Here, a two dimensional 
dataset consisting 10 instances is considered for obtaining the optimal cluster centers as well as to explain the operation 
of the proposed method. The instances of the example dataset are (5.4, 3.7), (4.8, 3.4), (4.8, 3.0), (4.3, 3.0), (5.8, 4.0), 
(5.7, 4.4), (5.4, 3.9), (5.1, 3.5), (5.7, 3.8) and (5.1, 3.8). These instances are assumed to be divided into three clusters, 
i.e., K = 3, d = 2, where K is the number of clusters and d is the dimension of data set. The aim is to reduce the intra-
cluster distance of the data set. The major steps of the proposed algorithm are as follows. 
 
Step 1 and 2: The proposed algorithm starts by initializing the user defined parameters and identifying the initial cluster 
centers positions and velocities. Equation 12is used to determine the positions of initial cluster centers (CPs) in random 
order and it is assumed that the initial velocities of CPs are set to 0. Thus, the randomly generated initial cluster centers 
are (4.9653, 3.7548), (5.0328, 3.4162) and (5.4318, 3.9185). 
 
Step 3: In step 3, all data instances are grouped into three clusters using the initial cluster centers (4.9653, 3.7548), 
(5.0328, 3.4162) and (5.4318, 3.9185) by using equation 13. As a result of this, the data instances 1, 2, 3, 4 belong to the 
cluster center (4.9653, 3.7548), data instances 5, 6, 7 and 8 belong to the cluster center (5.0328, 3.4162) and data 
instances 9 and 10 belong to the cluster center (5.4318, 3.9185). After grouping the data instances, the fitness of each 
cluster center is computed using equation 14. The fitness of CPs is 0.1538, 0.0732 and 0.1086.   
 
Step 4: In this step, global best position of CP and its fitness is computed. The global best position of CP and fitness is 
(5.0328, 3.4162) and 0.0732.The neighbors of current CPs are also evaluated, which are further used to explore the more 
promising solutions. Thus the neighborhood particles to the current CPs are (4.8, 3.0),(5.1,3.5) and (5.7, 3.8). 
 
Step5, 6 and 7: Step 5 deals with the termination condition. In step 6, mass of initially positioned CPs are calculated 
using equation 15, which are further used to determine the electric and magnetic force enforced on CPs. Thus, the mass 
of CPs are 0.4183, 0.7246 and 1.5148. Step 7 is used to determine the moving probability for each CPs in binary form. 
 
Step 8 and 9: In step 8 and 9, the electric and magnetic force acting on each CP is determined using equations3 and 4. 
These forces can be viewed as the local search for the solutions in solution space and further used with search equation 
to obtain the optimal cluster centers. Thus, the values of the electric force for CPs are 0.2163, 0.3854 and 0.3189 
whereas the magnetic force acting on CPs are 0.0472, 0.0236and 0.0576 respectively. 
 
Step 10: The total force acted on a CP is the combined effect of the electric and magnetic force. But a probabilistic 
aspect is added to the electric force to give more practical resemblance with actual scenario whether an electric force is 
attractive or repulsive. If, it is attractive then it will be added to the magnetic force otherwise it will be subtracted. Thus, 
the values of total force for CPs in example dataset are 0.2348, 0.3972 and 0.2917. 
 
Step 11and 12: The new positions and velocities of CPs are determined using the equations 10 and 7. The updated 
positions and velocities of CPs are (4.8312 3.6425, 5.1682 3.76963, 5.4318 4.1364) and (0.1543, 0.2381 and 0.1029). In 
step 12, objective and fitness function values are computed again using the updated positions of CPs.   
 
Step 13: To update the best position of CPs, a comparison between fitness of best position (gbest) and  fitness of newly 
generated positions is performed, the better one take over the gbest. 
 
Step 14 and 15: In this step, a neighborhood search strategy is invoked by identifying the particles near to the current 
CPs using minimum distance criteria. The neighborhood particles replace the current CPs using degree of randomness 
and act as new CPs instead of old CPs. Step 14 and 15 are repeated as long as stopping condition is not met and obtain 
the best cluster centers as an output. Thus, the optimal cluster centers obtain for example dataset using proposed method 
are (4.5978, 3.1632), (5.2543, 3.8013) and (5.7468, 4.1367). 
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4.0 EXPERIMENTAL RESULTS 
 

To test the effectiveness of the proposed algorithm, it is applied to solve the clustering problems and results are 
compared with K-Means, GA, PSO, ACO, CSS, MCSS, and MCSS-PSO algorithms. The proposed algorithm is 
implemented in Matlab 2010a environment using windows 7 operating system, Intel corei3 processor, 3.4 GHz and 4 
GB RAM.   
 
4.1 Performance metrics 
 
The performance of the proposed algorithm is evaluated using the sum of intra cluster distance, and f-measure 
parameters. These parameters are described as below.  

 Intra cluster distances 

It indicates the distance between the data objects within a cluster and its cluster center. This parameter also highlights 
the quality of clustering i.e. the minimum is the intra cluster distance, the better will be the quality of the solution.  The 
results are measured in terms of best, average, and worst solutions. 

 F-Measure 

The value of this parameter is measured in terms of recall and precision of an information retrieval system. It is also 
described as weighted harmonic mean of recall and precision. It can be calculated as if a cluster j consists a set of nj data 
objects as a result of a query and each class i consists of a set of ni data objects need for a query then nij gives the number 
of instances of class i within cluster j. The recall and precision, for each cluster j and class i is defined as: 
 

Recall൫r(i, j)൯ =
n୧,୨

n୧

andPrecision൫p(i, j)൯ =
n୧,୨

n୨

                                          (18) 

 
The value of F-measure (F (i, j)) is determined as 
 

F(i, j) =
2 ∗ (Recall ∗ Precision)

(Recall + Precision)
                                                                               (19) 

 
The value of F-measure for a given clustering algorithm which consist of n number of data instances is given as 
 

F(i, j) = ෍
n୧

n
∗ max୧ ∗ F(i, j)                                                                                    (20)

୬

୧ୀଵ

 

 
4.2 Parameters settings 
 
The proposed algorithm consists of five parameters rand1, rand2, ϵ, , no. of CPs and p in which rand1 and rand2 are 
random number in the range of 0 and 1, number of CPs is equal to numbers of clusters (K) present in the dataset, ϵ is a 
small positive constant to avoid singularities and p denotes the number of neighbors. Table 1 shows the parameters 
settings of the proposed algorithm. In order to achieve a good performance, experiment run with the best parameters 
values and outcome of experiment measures after 100 iterations. The results presented in this work are the average of ten 
different runs.  

Table 1: Parameter settings of proposed algorithm 

Parameters Values 
No. of CPs No. of Clusters (K) 

ϵ 0.001 
p 3 
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4.3 Datasets 
 
Eight real datasets are used to assess the performance of the proposed algorithm. These datasets are taken from the UCI 
repository. These are iris, wine, CMC, glass, cancer, liver disease (LD), thyroid, and vowel. In spite of these, two 
artificial datasets are also used to test effectiveness of the proposed algorithm, named as ART1 and ART2 datasets. 
Table 2 summarizes the features of these datasets.  

Table 2: Description of datasets 

Dataset Clusters (K) Features Total Instances Instance in Each Cluster 
ART 1 3 2 300 (100, 100, 100) 
ART 2 3 3 300 (100, 100, 100) 
Iris 3 4 150 (50, 50, 50) 
Glass 6 9 214 (70,17, 76, 13, 9, 29) 
LD 2 6 345 ( 145, 200) 
Thyroid 3 3 215 (150, 30, 35) 
Cancer 2 9 683 (444, 239) 
CMC 3 9 1473 (629,334, 510) 
Vowel 6 3 871 (72, 89, 172, 151, 207, 180) 
Wine 3 13 178 (59, 71, 48) 

Tables 3-4 show the results of proposed algorithm and other algorithm being compared. From results, it is stated that the 
proposed algorithm performs than other algorithms. The proposed algorithm obtains better avg. intra cluster distances 
for all dataset except thyroid dataset.  Further, it is also seen that proposed algorithm obtains best intra cluster distances 
for all datasets. FM parameter also supports the capability of the proposed algorithm for solving the clustering problems. 
So, it can be concluded that the proposed clustering algorithm is more competitive and efficient as compared to the other 
algorithms included in the experiment. To show the effectiveness of the proposed algorithm, some statistical tests are 
also performed. 

 

Table 3: Comparison of proposed HMCSS algorithm to other meta-heuristics algorithms 

Dataset Para meters K-means GA PSO ACO HMCSS 

ART1 

Best 157.12 154.46 154.06 154.37 155.91 
Avg. 161.12 158.87 158.24 158.52 156.83 
Worst 166.08 164.08 161.83 162.52 158.46 
FM 99.14 99.78 100 100 100 

ART2 

Best 743 741.71 740.29 739.81 736.63 
Avg. 749.83 747.67 745.78 746.01 741.68 
Worst 754.28 753.93 749.52 749.97 745.84 
FM 98.94 99.17 99.26 99.19 99.57 

Iris 

Best 97.33 113.98 96.89 97.1 96.36 
Avg. 106.05 125.19 97.23 97.17 96.45 
Worst 120.45 139.77 97.89 97.8 96.93 
FM 0.78 0.78 0.78 0.78 0.79 

Wine 

Best 16555.68 16530.53 16345.96 16530.53 16028.54 
Avg. 18061 16530.53 16417.47 16530.53 16378.42 
Worst 18563.12 16530.53 16562.31 16530.53 16618.36 
FM 0.52 0.52 0.52 0.52 0.53 

LD Best 11397.83 532.48 209.15 224.76 204.81 
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Avg. 11673.12 543.69 224.47 235.16 221.26 
Worst 12043.12 563.26 239.11 256.44 230.73 
FM 0.47 0.48 0.49 0.49 0.49 

Cancer 

Best 2999.19 2999.32 2973.5 2970.49 2904.65 
Avg. 3251.21 3249.46 3050.04 3046.06 2928.48 
Worst 3521.59 3427.43 3318.88 3242.01 2963.41 
FM 0.83 0.82 0.82 0.82 0.87 

CMC 

Best 5842.2 5705.63 5700.98 5701.92 5642.61 
Avg. 5893.6 5756.59 5820.96 5819.13 5645.27 
Worst 5934.43 5812.64 5923.24 5912.43 5712.58 
FM 0.33 0.32 0.33 0.33 0.37 

Thyroid 

Best 13956.83 10176.29 10108.56 10085.82 9956.48 
Avg. 14133.14 10218.82 10149.7 10108.13 10016.78 
Worst 146424.21 10254.39 10172.86 10134.82 10096.74 
FM 0.73 0.76 0.78 0.78 0.8 

Glass 

Best 215.74 278.37 270.57 269.72 210.08 
Avg. 235.5 282.32 275.71 273.46 215.45 
Worst 255.38 286.77 283.52 280.08 224.34 
FM 0.43 0.33 0.36 0.36 0.46 

Vowel 

Best 149422.26 149513.73 148976.01 149395.6 142326.74 
Avg. 159242.89 159153.49 151999.82 159458.14 144012.39 
Worst 161236.81 165991.65 158121.18 165939.82 154286.97 
FM 0.65 0.65 0.65 0.65 0.66 

 

Table 4: Performance comparison of proposed HMCSS to other CSS variants 

Dataset Para meters CSS MCSS MCSS-PSO HMCSS 

ART1 

Best 153.91 153.18 152.76 155.91 
Avg. 158.29 158.02 157.24 156.83 
Worst 161.32 159.26 158.92 158.46 
FM 100 100 100 100 

ART2 

Best 738.96 737.85 738.19 736.63 
Avg. 745.61 745.12 742.34 741.68 
Worst 749.66 748.67 746.58 745.84 
FM 99.43 99.56 99.56 99.57 

Iris 

Best 96.47 96.43 96.31 96.36 
Avg. 96.63 96.57 96.48 96.45 
Worst 96.78 96.63 96.65 96.93 
FM 0.79 0.79 0.79 0.79 

Wine 

Best 16282.12 16158.56 16047.32 16028.54 
Avg. 16289.42 16189.96 16093.18 16078.42 
Worst 16317.67 16223.61 16128.33 16108.36 
FM 0.53 0.54 0.54 0.53 

LD 
Best 207.09 206.14 203.71 204.81 
Avg. 228.27 221.69 219.69 221.26 
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Worst 242.14 236.23 231.47 230.73 
FM 0.49 0.5 0.5 0.49 

Cancer 

Best 2946.48 2932.43 2918.93 2904.65 
Avg. 2961.16 2947.74 2931.56 2928.48 
Worst 3006.14 2961.03 2978.29 2963.41 
FM 0.85 0.86 0.86 0.87 

CMC 

Best 5672.46 5653.26 5638.64 5642.61 
Avg. 5687.82 5678.83 5654.37 5645.27 
Worst 5723.63 2947.74 5691.43 5712.58 
FM 0.36 0.37 0.37 0.37 

Thyroid 

Best 9997.25 9963.89 9917.56 9956.48 
Avg. 10078.23 10036.93 10023.08 10016.78 
Worst 10116.52 10078.34 10104.26 10096.74 
FM 0.79 0.79 0.79 0.8 

Glass 

Best 203.58 209.47 206.32 210.08 
Average 223.44 231.61 217.61 215.45 
Worst 241.27 263.44 226.44 224.34 
FM 0.45 0.45 0.45 0.46 

Vowel 

Best 149335.61 146124.87 142948.63 142326.74 
Avg 152128.19 149832.13 145640.78 144012.39 
Worst 154537.08 157726.43 153568.24 154286.97 
FM 0.65 0.65 0.65 0.66 

 

Fig. 2 : Clustering of ART1 dataset using proposed algorithm 
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Fig. 3 : Clustering of ART2 dataset using proposed algorithm 

 

Fig. 4 : Clustering of iris dataset using proposed approach in 2Dimension 

 

Fig. 5 : Clustering of iris dataset using proposed approach in 3Dimension 

5
10

15
20

10

20

30
6

8

10

12

14

16

18

20

22

 

X1

ART2

Y1

 

Z
1

Cluster 1

Cluster 2
Cluster 3

0 0.5 1 1.5 2 2.5
1

2

3

4

5

6

7

petal width

se
pa

l w
id

th

Iris Dataset 

 

 
Cluster 1

Cluster 2
Cluster 3

0

1

2

3

4

6

8
1

2

3

4

5

6

7

 

petal width

Iris Dataset 

sepal width
 

pe
ta

l l
en

gt
h

Cluster 1

Cluster 2

Cluster 3



Hybridization of Magnetic Charge System Search Method for Efficient Data Clustering. pp 108-129 

 

 
122 

Malaysian Journal of Computer Science.  Vol. 31(2), 2018 

 

ART1 and ART2 data are arranged into three different clusters using the proposed algorithm and the arrangement of 
data into different clusters is shown in fig. 2 and 3. The ART1 dataset consists of two dimensions , wheras, ART2 
dataset consists of three dimensions. Further, fig. 4 and 5 shows the arrangmnet of iris data into three different clusters. 
Fig. 4 illustrates the  data using sepal width and petal width attributs, wheras, fig 5 shows the arrangement of data using 
three dimension such as petal length, sepal width and petal width. From these figs., it is also concluded that data belongs 
to cluster 1 is linearly separable from other two clusters. But the data belongs to clusters 2 and 3 are linearly non 
separable. 

 
4.4 Statistical analysis 
 
This subsection section deals with the statistical analysis on the performance of the proposed HMCSS algorithm. The 
objective of statistical analysis is to find the significant differences between the performances of all algorithms. These 
tests have been widely applied in the machine learning domain [41-43]. Statistical analysis consists of two steps. In first 
step, a statistical test is applied to check the substantial differences in the outcomes of the algorithms. In second step, a 
post-hoc test is applied to validate the best performing algorithm. In post-hoc test, best performing algorithm acts as a 
control algorithm and its performance is measured with the rest of the algorithms. In this work, Friedman and Quade 
tests are employed for demonstrating the statistical analysis and along these tests, holm’s method is selected as post-hoc 
test and level of confidence (α) is set as 0.05.  
 
 

Table 5: Average ranking of algorithm using Friedman test using intra cluster distance parameter 

Algorithms K-Means GA PSO ACO CSS MCSS MCSS-PSO HMCSS 

Ranking 7.5     6.85 5.4     5.95     4.2 3.1 1.9      1.1 

 
 
Results of the Friedman test are illustrated in Table 5 and 8. Table 5 summarizes the average ranking of each technique 
computed using Friedman test for intra cluster distance parameter. The statistical value of Friedman test on the 
confidence level 0.0.5 is 63.0834 and corresponding p-value is 3.647e-11. The null hypothesis is clearly rejected 
indicating a significant difference in the performance of all algorithms. But, it is noticed that Friedman test cannot 
differentiate the datasets that are used in experimentation and it assigns equal importance to each of the dataset. 
However, varieties of datasets are used in this work and these are categorized into three categories, which are low 
dimensional datasets, moderate dimensional datasets, and high dimensional dataset. For instance, iris dataset is one of 
the low dimensional dataset, whereas wine dataset corresponds to the high dimensional dataset. So, an alternative 
approach is used for ranking of algorithms on the basis of scaling of datasets and it provides more accurate results in 
comparison to Friedman test. 
 
An alternative approach to Friedman test is Quade Test.  Tables 6 to 8 illustrates the results of Quade test using intra 
cluster distance parameter. The relative size of observations with each algorithm is shown in Table 6 and it is used to 
determine the relative significance of the datasets. Table 7 shows the average ranking of algorithms using Quade test. 
The results of Quade test are shown in Table 8 and the statistical values measured on the confidence level 0.0.5 are 
29.7752and corresponding p-value is 1.306e-10. Again the null hypothesis is rejected at the level of confidence 0.05. 
Both methods rejected the null hypothesis and it can be concluded that substantial differences exist among the 
performance of all algorithms being compared. 
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Table 6: Relative size of each dataset for Quade test using intra cluster distance parameter 

Dataset 
Algorithm  

K-Means GA PSO ACO CSS MCSS MCSS- PSO HMCSS 

Iris 12.5 17.5 7.5 2.5 -2.5 -7.5 -12.5 -17.5 

Wine 3.5 2 0.5 2 -0.5 -1.5 -2.5 -3.5 

LD 17.5 12.5 -2.5 7.5 2.5 -7.5 -17.5 -12.5 

Cancer 17.5 12.5 7.5 2.5 -2.5 -7.5 -12.5 -17.5 

CMC 17.5 2.5 12.5 7.5 -2.5 -7.5 -12.5 -17.5 

Thyroid 17.5 12.5 7.5 2.5 -2.5 -7.5 -12.5 -17.5 

Glass 2.5 17.5 12.5 7.5 -7.5 -2.5 -12.5 -17.5 

Vowel 12.5 7.5 -2.5 17.5 2.5 -7.5 -12.5 -17.5 

Relative 
Size of 
datasets 

101 84.5 43 49.5 -13 -49 -95 -121 

 

 

 

Holm’s post-hoc test is performed after the rejection of null hypothesis. This test can be done for illustrating the 
significant differences occur between best one and rest of algorithms. The best algorithm can act as the benchmark 
algorithm and its performance is measured against the other algorithms. Here, HMCSS algorithm acts as a control 
algorithm and the results of the post-hoc test with both of Friedman and Quade tests are summarized in Table 9 to10. 
From these, it can be observed that post-hoc test rejects the hypothesis at the confidence level of 0.1 and 0.05 except 
MCSS-PSO. So, it can be proven that there is a significant difference in the performance of algorithms. The null 
hypothesis is not rejected with MCSS-PSO algorithm but, it is noted that the performances of both algorithms are 
significantly different.  

 

 

 

Table 7: Ranking of each algorithm computed through Quade test using intra cluster distance parameter 

Algorithm 
K-

Means 
GA PSO ACO CSS MCSS 

MCSS- 
PSO 

HMCSS 

Avg. Ranking 7.38 6.81 5.63 5.94 4.13 3.13 1.88 1.13 

 

Both of tests are also applied on FM parameter results.  Results of these tests are shown in Table 11to14. Table 11 shows 
the average ranking of each algorithm computed using Friedman tests for f-measure parameter. It is noticed that HMCSS 
algorithm obtains 1st rank while GA gets the worst rank among all algorithms. 
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Table 8: Statistics obtained using Friedman and Quade tests for intra cluster distance parameter. 

Method Statistical Value p-value Hypothesis 

Friedman 63.0834 3.647e-11 Rejected 

Quade 29.7752 1.306e-10 Rejected 

 
The statistical value obtained for Friedman test at the confidence level 0.05 is 45.3741and the statistics of Friedman test 
is summarized in Table 14 which rejects the null hypothesis. Tables 12 to14 consist of the outcomes of the Quade test. 
Table 12 summarizes the relative size of each dataset for each algorithm, whereas the ranking of each algorithm using 
Quade test is illustrated in Table 13. Statistics of Quade test is shown in Table 14 and the statistical value on the 
confidence level 0.05 is 14.2635. It can be said that null hypothesis is rejected at the level 0.05. 
 

Table 9:  Results of Holm’s Post-hoc test for Friedman Test using intra cluster distance parameter 

i Algorithms z values p values 
α/i, 

α=0.05 
Hypothesis 

α/i, 
α=0.1 

Hypothesis 

7 K-Means 5.3127 < 0.00001 0.00714 Rejected 0.01429 Rejected 

6 GA 4.8643 1.4636E-06 0.08330 Rejected 0.01667 Rejected 

4 PSO 3.9286 5.8954E-05 0.01000 Rejected 0.02000 Rejected 

5 ACO 3.6352 4.6324E-05 0.01250 Rejected 0.02500 Rejected 

3 CSS 2.3296 0.02180 0.01666 Rejected 0.03333 Rejected 

2 MCSS 1.8329 0.01928 0.25000 Rejected 0.05000 Rejected 

1 MCSS-PSO 0.9134 0.17612 0.05000 Not Rejected 0.10000 Not Rejected 

 

Table 10:  Results of Holm’s Post-hoc test for Quade Test using intra cluster distance parameter 

i Algorithms z values p values α/i, α=0.05 Hypothesis α/i, α=0.1 Hypothesis 

7 K-Means 5.5783 < 0.00001 0.00714 Rejected 0.01429 Rejected 

6 GA 5.1262 4.6315E-07 0.08330 Rejected 0.01667 Rejected 

4 PSO 4.5873 3.6648E-06 0.01250 Rejected 0.02500 Rejected 

5 ACO 3.7219 1.7326E-04 0.01000 Rejected 0.02000 Rejected 

3 CSS 2.5493 0.00836 0.01666 Rejected 0.03333 Rejected 

2 MCSS 2.1357 0.02618 0.25000 Rejected 0.05000 Rejected 

1 MCSS-PSO 0.9126 0.1735 0.05000 Not Rejected 0.10000 Not Rejected 

 

Table 11: Average ranking of algorithm using Friedman tests for FM parameter 

Algorithms 
K-

Means 
GA PSO ACO CSS MCSS 

MCSS- 
PSO 

HMCSS 

Ranking 6.25 6.88 6   6   3.75 2.75 2.75 1.63 
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Table 12: Relative size of each dataset computed through Quade test for FM parameter 

Dataset 
Algorithm  

K-
Means 

GA PSO ACO CSS MCSS 
MCSS-

PSO 
HMCSS 

Iris 3 3 3 3 -3 -3 -3 -3 

Wine 6 6 6 6 -3 -9 -9 -3 

LD 24.5 17.5 3.5 3.5 3.5 -14 -14 -24.5 

Cancer 2.25 11.25 11.25 11.25 -2.25 -9 -9 -15.75 

CMC 6.75 15.75 6.75 6.75 -2.25 -11.25 -11.25 -11.25 

Thyroid 24.5 17.5 7 7 -10.5 -10.5 -10.5 -24.5 

Glass 3.5 24.5 14 14 -10.5 -10.5 -10.5 -24.5 

Vowel 0.75 0.75 0.75 0.75 0.75 0.75 0.75 -5.25 

Relative 
Size of 
datasets 

71.25 96.25 52.25 52.25 -27.25 -66.5 -66.5 -111.75 

 

Table 13: Ranking of each algorithm determined through Quade test using FM parameter 

Algorithm K-Means GA PSO ACO CSS MCSS 
MCSS-

PSO 
HMCSS 

Avg. Ranking 6.25 6.88 6   6   3.75 2.75 2.75 1.63 

 

Table 14: Statistics of Friedman and Quade tests using FM parameter 

Method Statistical Value p-value Hypothesis 

Friedman 45.3741 1.157e-7 Rejected 

Quade 14.2635 7.489e-10 Rejected 

 
Again, Holm’s post hoc test is to prove substantial difference between best one i.e. control algorithm and other 
algorithms. Results of post-hoc method are described in Tables 15 to16 using intra cluster distance and FM parameters 
at the level of confidence 0.05 and 0.1. From Table 16, it can be revealed that hypothesis is rejected with most of 
algorithms except MCSS-PSO at the confidence level 0.05. While at the confidence level 0.1, hypothesis is rejected with 
all of algorithms except MCSS-PSO which signifies that performance of the control algorithm MCSS-PSO considerable 
is diversified from the others. In case of MCSS-PSO, when α = 0.05 and MCSS-PSO when α = 0.1, it is mentioned that 
the performance of the proposed method is better than the other algorithms as reported in Table 4. Whereas, the results 
of the Holm’s post-hoc test for Quade test is shown in Table 16. From this it can be concluded that the proposed 
algorithm outperforms others at the significance level 0.1 and rejects all hypothesis. At the significance level 0.05, the 
proposed algorithm rejects the hypothesis except MCSS-PSO. It can be concluded that performance of the proposed 
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algorithm is significantly different from the others and statistical analysis study also proves the substantial significance 
of the proposed algorithm.   
 
 
 
 

Table 15:  Results of Holm’s Post-hoc test after rejection of null hypothesis for Friedman Test using FM. 

i Algorithms z values p values α/i, α=0.05 Hypothesis α/i, α=0.1 Hypothesis 

7 K-Means 3.5263 1.3265E-04 0.00714 Rejected 0.01429 Rejected 

6 GA 5.6193 < 0.00001 0.08330 Rejected 0.01667 Rejected 

5 ACO 4.3365 1.4158E-05 0.01000 Rejected 0.02000 Rejected 

4 PSO 4.1832 2.3283E-05 0.01250 Rejected 0.02500 Rejected 

3 CSS 2.7563 0.00836 0.01666 Rejected 0.03333 Rejected 

2 MCSS 1.5749 0.09412 0.25000 Rejected 0.05000 Rejected 

1 MCSS-PSO 1.0503 0.17367 0.05000 Not Rejected 0.10000 Not Rejected 

 

 

 

Table 16:  Results of Holm’s Post-hoc test after rejection of null hypothesis for Quade Test using FM. 

i Algorithms z values p values α/i, α=0.05 Hypothesis α/i, α=0.1 Hypothesis 

7 GA 5.8371 < 0.00001 0.0833 Rejected 0.01429 Rejected 

6 ACO 4.9637 1.8632E-06 0.0100 Rejected 0.01667 Rejected 

5 PSO 4.6374 6.8584E-06 0.0125 Rejected 0.02000 Rejected 

4 K-Means 4.5453 13196E-05 0.0071 Rejected 0.02500 Rejected 

3 CSS 2.8425 0.00574 0.0167 Rejected 0.03333 Rejected 

2 MCSS 1.6256 0.09256 0.2500 Rejected 0.05000 Rejected 

1 MCSS-PSO 1.4238 0.07635 0.0500 Not Rejected 0.10000  Rejected 

 
 
 
 
 

5.0 CONCLUSION 
 

In this work, a hybrid magnetic charge system search (HMCSS) is proposed for efficient data clustering. In the proposed 
algorithm, a modified solution search equation is suggested using DE algorithm to enhance the exploitation ability of the 
MCSS algorithm. Moreover, a concept of local search strategy is also incorporated into the proposed MCSS-PSO 
algorithm to explore the more promising solutions and also to handle boundary constraints. The designed concept and 
detailed procedure are presented with the help of illustrative example. The proposed algorithm is also capable to 
overcome the local optima problem and explores the more promising solution direction. The capability of proposed 
algorithm is tested for solving clustering problems. The experimental results demonstrate the better performance of the 
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proposed algorithm in comparison to other clustering algorithms being compared. In addition to it, some statistical tests 
are also performed to prove the efficacy of the proposed algorithm. Finally, it can be concluded that the proposed 
HMCSS is more efficient and robust algorithm for clustering problems. 
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